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China Center of Excellence Nondestructive Assay  
Training Course 

Los Alamos, New Mexico 
June 2 – July 11, 2014

Safeguards Technology Training Program 
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 Welcome to  
Los Alamos National Laboratory 

China Center of Excellence 

Nondestructive Assay Training Course 
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Aerial View of Los Alamos, New Mexico 

TA-35 

TA-3 

Jemez Mountains 

Los Alamos Town Site 

Ski Hill 

Elevation ~ 7200 feet  (2200 meters) 
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Los Alamos Timeline 
• 1150-1550 populated by various Native American tribes  

– (descendents now by Rio Grande:  Cochiti, San Ildefonso, and Santa Clara). 

• Until 20th century, populated only by a few Spanish farmers. 

• About 1916, Ashley Pond opened the private Los Alamos Ranch 
School (buildings remain). 

• November 1942, J. Robert Oppenheimer and Gen. Leslie Groves 
visited and decided to open a Manhattan Project laboratory here 
to design and build the first atomic bomb. 

• In 1945, it was decided to keep the Lab open. 

• Los Alamos was a closed and gated city until 1957. 

• US Government began to sell houses and land to private   
owners in 1964. 
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The First Inhabitants of Los Alamos 
• ~1150-1550 populated by various Native American tribes  

– Descendents now live along the Rio Grande:  Cochiti, San Ildefonso, and Santa Clara 
– Bandelier National Monument established in 1916 to preserve some of this history 

 

Tyuonyi Pueblo and cliff dwellings at Bandelier National Monument 

Enrico Fermi with renowned San 
Ildefonso potter, Maria Martinez 
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The Los Alamos Ranch School 
• Detroit businessman Ashley Pond started the Los Alamos Ranch School in 

1917 to help boys become strong young men through a life of rigorous 
outdoor living and classical education.* 

*http://www.losalamoshistory.org/school.htm 

Graduation at Fuller Lodge 

Students outside The Big House 

Hockey on Ashley Pond’s Pond 
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The Manhattan Project (1942 – 1945)  
In November 1942, J. Robert Oppenheimer and Gen. Leslie Groves decided on this place as 
the site of the main Manhattan Project laboratory to design and build the first atomic bomb. 

Groves and Oppenheimer 

Niels Bohr 

Los Alamos Tech Area Groves and Oppenheimer  
at  remains of Trinity Shot Tower 

Trinity 

Lawrence 
Fermi 
Rabi 

von Neumann 
Feynman 
Ulam 
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A National Laboratory is Born 

1956 

1981 
1962 

1952 

1970 

1954 

JFK at CMR 
VELA Satellite 

1951 

TA-55 Pu Processing 

Future (3rd) Director Harold Agnew 
at the Pacific Proving Grounds 

Future (2nd) Director Norris Bradbury The Omega Bridge is built and 
the laboratory moves across the 
canyon to the “South Mesa” 

The Omega West Reactor 

IBM MANIAC 

1945 

Test Seen from Vegas 
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LANL in the 21st Century 

Pandemic Simulation 

Climate Modeling 

Bionic Eye 

Space Exploration 

Stockpile Stewardship 

Metallurgy 

Los Alamos National Laboratory continues to be a major player in 
a wide array of research areas, examples of which are listed below. 

Medical Science 
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Nuclear Safeguards at LANL 
• The nuclear safeguards program at Los Alamos was 

started in 1966 by Bob Keepin,  
– Keepin had just returned from a two-year stint as the head of the 

physics section at the IAEA and recognized the need for a 
safeguards program. 

Bob Keepin 

Shirley Johnson  

1982 IAEA Course 
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Extracurricular Activities While You’re Here … 

Taos Pueblo 

Bandelier 

Santa Fe 

Bradbury Museum 

Skiing 

Plus weekend travel to places around the Southwest 
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Miscellaneous 
• Los Alamos closes at about 2000 hrs.   
• A restaurant list is in the Administration section of your manual.   
• Your weekend is free and there are many possible trips (e.g. Grand 

Canyon, NM parks, Mesa Verde/Chaco Canyon, Albuquerque for 
shopping & Atomic Museum….) 

• Be careful if you venture into the woods… 
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Thanks and Good Luck 

 
Finally, this is your course,  

ask questions, learn, and have fun! 
 

Enjoy Los Alamos, and New Mexico  

La Tierra Encantada 
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Fundamentals of Nondestructive Assay 

 
China Center of Excellence 

 
Nondestructive Assay Training Course 
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Nuclear Safeguards 

  INFCIRC/153 Para. 28: The Safeguards Technical Objective  
 
… the objective of safeguards is the timely detection of diversion of 

significant quantities of nuclear material from peaceful nuclear 
activities to the manufacture of nuclear weapons or of other nuclear 
explosive devices or for purposes unknown, and deterrence of such 
diversion by the risk of early detection…  

 
  After the first Gulf War, the safeguards objectives were strengthened: 
     “the safeguards system should be designed to provide credible 

assurances that there has been no diversion of declared nuclear 
material and that there is no undeclared nuclear material and 
activities” (IAEA Board of Governers, March 1995) 

 
 

Domestic Safeguards: Controls the availability of nuclear material through the 
implementation of technologies, procedures, and policies 
International Safeguards (IAEA): 
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NDA of Special Nuclear Material 

• Gamma-Ray Spectroscopy 

•Grams 

•Grams 

•Grams 

Standard method 

Non-standard method 
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Why Measure γ−Rays? 

In general: 
Electromagnetic interactions are well understood. 
We can extract information passively. 
We can extract information particular to an isotope. 
Specifically: 
Can be used to measure uranium enrichment 
Can be used to determine isotopic composition  
Can be combined with other techniques or used independently to measure 

SNM mass 
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Gamma-Ray NDA 

Isotopic or Enrichment Measurement 
– 235U enrichment (NaI, CZT, HPGe) 
– Pu isotopic composition (HPGe) 

Measuring SNM mass in Nuclear Waste 
– Segmented Gamma-Ray Scanner 
– Tomographic Gamma-Ray Scanner 

Hold-up measurements (Quantifying amount of 
material in pipes/ductwork/etc) 
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Origin of X-rays and Gamma-rays 

PARTICLE KNOCKS OUT 
AN ATOMIC ELECTRON 
AND LEAVES A 
VACANCY 
 

X-rays 

AN OUTER ELECTRON 
“FALLS” INTO THE “HOLE”, 
AND GIVES UP ENERGY IN 
THE FORM OF AN X-RAY 

Gamma-rays 

Pu 
239 

U* 
235 

α 

U + 
235 

γ 

Gamma  
emissions 

Major Gamma Rays: 
129.28 keV  
413.69 keV  

140,000 gammas/(g∙s)  
34,000 gammas/(g∙s)  

[Half-life = 24,000 y] 

α 

K-shell x-ray 
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γ-Ray Spectroscopy of Pu 
The spectral signature of 93% 239Pu as measured by detectors of different 

energy resolution 

P.A. Russo and D.T. Vo, LA-UR-05-3813 
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Why Measure Pu-Isotopic Composition? 

 Neutron Coincidence/Multiplicity Counting 
– 240Pueff = (2.52×238Pu)  +  (1.00×240Pu)  +  (1.68×242Pu) 

 
 
 Calorimetry 
 

 
 

– n = number of isotopes in the item 
– Ri = mass fraction (mi/Mtotal Pu) of the ith isotope 
– Pi = specific power of the ith isotope 

 
 

 

Peff = ∑ Ri Pi 
i=1 

n 
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Relative Isotopic Error 

 
Isotopic Precision varies by isotope: 
          Isotope  % RSD 
 238Pu   <1 - 10 
 239Pu   0.1 - 0.5 
 240Pu   0.5 - 4 
 241Pu   0.2 - 0.8 
 241Am  0.2 - 10 
      __________________________ 
  Peff  0.2 - 2.0 
  240Pueff 0.5 - 4.0 
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Neutron Signatures 

Pu-239 

Mo-105 

Te-133 

+ 

Induced fission 

Pu-240 
Xe-134 

Zr-103 

Spontaneous fission 

single neutron only 
O-17 

Ne-20 

(α,n) neutrons 

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

1 2 3 4 5 6 7 8 9

Number of neutrons emitted

Pr
ob

ab
ili

ty

Pu240
Pu239
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Spontaneous fission 
Nuclide           Specific Intensity [n/(g.s)] 
 
234U           0.005 
 
235U             0.0003 
 
236U              0.0055 
 
238U              0.0136 
 
238Pu 2590. 
 
239Pu            0.022 
 
240Pu 1020. 
 
241Pu        ~0.05 
 
242Pu 1720. 
 
241Am           1.18 
 
242Cm                        2.1 x 107 
 
244Cm                        1.08 x 107 
 
252Cf                   2.34 x 1012 

240Pueff = (2.52×238Pu)  +  (1.00×240Pu)  +  (1.68×242Pu) 

N. Ensslin, et al., LA-13422-M (1998) 
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Passive Neutron Counter 

 Fissioning source surrounded by   
   neutron detectors  
 Neutron detectors are nominally  
    3He proportional counters which  
   have high detection efficiency for  
   thermal neutrons 
 To thermalize the neutrons, 3He  
   detectors are embedded in   
   moderating matrix such as   
   polyethylene. 
  

Fissioning  
Source 

Pulse-processing Electronics 

Singles (S) 
Doubles (D) 

Pulse Stream 
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Neutron Multiplicity Counting 

 Converts S, D, T counting rates into properties of plutonium bearing item: 
–  effective mass of 240Pu in item (meff) 
–  ratio of (α,n) to spontaneous fission (SF) neutrons (α) 
–  multiplication (M) 

Standard Point Model Multiplicity Equations for Pu: 
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Epithermal Neutron Multiplicity Counter (ENMC) 

Sample Cavity 
200 mm diameter 
430 mm tall 

121 10 atm 
He-3 Tubes 

Cd  
Liner 

ε = 64% (Pu energy) 
Die-away time = 19.1 µs 

H.O. Menlove and C.D. Rael, LA-UR-05-3041 (2005) 
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Neutron Multiplicity Uncertainty 

N. Ensslin, et al., 
LA-13422-M (1998) 
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Calorimetric assay compliments other NDA techniques 

0.1% 

1.0% 

10.0% 

100.0% 

0.01 0.1 10 

Gamma Ray 
and 

Neutron 
Methods 

Time (hours) 

Pr
ec

is
io

n 

Calorimetric assay 
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Calorimetry 

 The most accurate and precise NDA measurement of Pu 
mass. The precision nominally ranges from: 
─ ~0.5% for low power items (≤ 0.2 W)   
─ ~0.1% for higher power items (≥ 1 W) 

 You can’t shield the heat of the material 
 Inherently matrix independent  
 Answer is bias free 
 Integrates over total sample volume 
 No representative physical standards needed 

 
Calorimetric assay is the foundation for NDA of Pu in the US 

DOE. 
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Calorimetry 

1.25 Watt Heat Source 
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 Calorimetry – quantitative   
  measurement of heat 
 
 Calorimetric assay –  
   Determination of the mass of  
   radioactive material through  
   the measurement of its  
   thermal power by calorimetry  
   and isotopic composition by  
   gamma-ray or mass  
   spectrometry. 
   
 The approach to thermal  
   equilibrium as a function of   
   time is exponential in nature 
 D.S. Bracken, et al. “Application Guide 

to Safeguards Calorimetry”, LA-13867-M 
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Calorimeter Measurement Uncertainty 

Heat standard 
Power, Watts 

Calorimeter 
diameter, m 

Calorimeter Type, 
operation mode 

Number 
Of 

Meas. 

Precision, 
% RSD 

Bias, % 

98.0 0.06 rod, servo 29   0.065 0.02 
  3.5 0.15 rod, servo 55 0.09 0.00 
  4.0 0.25 twin, passive1 22 0.05 0.03 
  4.9 0.30 twin, passive1 34 0.06 0.05 

        0.0786 0.04 Solid state, 
passive2 

10 0.23   0.001 

1Pooled results from two calorimeters. 
2Measurements made in laboratory. 

D.S. Bracken, et al. “Application Guide to Safeguards Calorimetry”, LA-13867-M 



20 

Calorimetric Assay measurement technique 

 Measure total Sample Power in a calorimeter (Watts) 
 Measure isotopic composition of sample, including all significant 

heat producing isotopes (e.g. 241Am) 
 Compute Effective Specific Power, Peff 

∑ ⋅= iieff fPP

Pi – Watts/gram for isotope i 
fi – Isotopic fraction in sample relative to total Pu 
i – Pu isotopes, 241Am 

Pu) (Watts/g 
(Watts) Power Sample  Pu grams

effP
=
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Isotopics and Calorimetry 

    Heat due primarily to alpha decay (not fission), 
except 241Pu and 3H which is due to beta decay. 

Isotope Specific Power (W/g) 
3H 0.324 ± 0.14% 

238Pu 0.56757 ± 0.05% 
239Pu 1.9288 x 10-3 ± 0.02% 
240Pu 7.0824 x 10-3 ± 0.03% 
241Pu 3.412 x 10-3 ± 0.06% 
242Pu 0.1159 x 10-3 ± 0.22% 
241Am 0.1142 ± 0.37% 

244Cm † 2.836 ± 0.6% 

From ASTM Standard C1458-00 

† Calculated based on 2003 AME and 
   2005 Wallet Card Data 
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Calorimetric Assay Importance to Safeguards at LANL 

Table 1. Measurement Methods for LANL Pu Inventory Mass % for Each Material Form1 

Material form Calorimetry + 
gamma spec 

Analytical 
chemistry 

Neutron counter 
+ gamma spec 

Segmented 
gamma scanner 

Metal 71% 29% 0.3% 0% 
Compounds pure 64% 35% 0.9% 0.3% 

Compounds impure 72% 23% 2.6% 2.6% 
1From LANL Material Accounting and Safeguards System (MASS) database April 1999. 
 

D.S. Bracken, et al. “Application Guide to Safeguards Calorimetry”, LA-13867-M 
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 Shipper receiver measurements 
 Outlier Resolution 
 Accountability Measurements 
 Measurement of Tritium 
 Calibration of NDA standards 
 Process Control Measurements 

 
 

Routine Plutonium Calorimetric Assay 

Only Calorimetric Assay 
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Summary 
- NDA measurements play an important role in managing nuclear 

material through their ability to detect, identify, locate, and often 
quantify the composition and/or mass of material within a 
relatively short amount of time 

- The three main passive NDA measurement techniques that are 
utilized in managing nuclear material are 
- Gamma-ray spectroscopy (composition) 
- Neutron Multiplicity counting (spontaneous fission rate of 

Pu items) 
- Calorimetry (heat production from decay of Pu bearing 

items) 
- Through combination of Gamma-ray spectroscopy and either 

neutron multiplicity counting or calorimetry, mass of Pu bearing 
items can be measured. 



Overview of Neutron Counting 

China Center of Excellence  
Nondestructive Assay Training Course 

1 
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Processes that generate neutrons 

• Fission – spontaneous and induced 
• (α, n) – complicates measurements 
• cosmic rays 
• (p, n) 
• (n, 2n) 
• (γ, n) 
• etc. 

less common 
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Two Kinds of Fission  

• Spontaneous fission. 
– Occurs all by itself: random 
– Fertile isotopes: 238U, 238Pu, 240Pu, 242Pu, 

Cm, Cf 
 

• Induced fission. 
– Induced fission =>multiplication. 
– Basis for weapons and reactors. 
– Fissile isotopes: 235U, 239Pu, 233U 
   (Note:  Even isotopes also have IF 

component.) 
 



4 

Multiplication 

1) Spontaneous fission produces neutrons 
2) Neutrons induce fission 
3) Induced fission produces neutrons 
4) Go back to (2) 



Spontaneous Fission 

Nuclide           Specific Intensity [n/(g.s)] 
 
234U           0.005 
 
235U             0.0003 
 
236U              0.0055 
 
238U              0.0136 
 
238Pu 2590. 
 
239Pu            0.022 
 
240Pu 1020. 
 
241Pu        ~0.05 
 
242Pu 1720. 
 
241Am           1.18 
 
252Cf                   2.34E+12 

240Pueff = 2.52(238Pu) + 240Pu + 1.68(242Pu) 
 
obtain total Pu from isotopic 
composition 

 
    Neutron Emission Occurs in Multiplets (0-8) 
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(α,n) Reactions 

light element 

Nuclide         Specific Intensity [n/(g.s)] 
 
233U            4.8 
 
234U            3.0 
 
235U                    0.00071 
 
236U                 0.024 
 
238U                       0.000083 
 
238Pu 13,400. 
 
239Pu                            38.1 
 
240Pu       141. 
 
241Pu             1.3 
 
242Pu              2.0 
 
241Am    2,690. 
 

(α,n) rates from PuO2 and UO2 

• Neutron Emission Occurs in  
 Singlets (randomly) 
• Neutron Emission Depends on 
 Sample Composition 

The alpha value (α) is defined at the ratio 
of the (α,n) to spontaneous fission 
neutron production rates. 

single neutron only 

6 



(α,n) Neutron Yields from Selected Elements 

The number of 
(α,n) neutrons 
produced 
strongly 
depends on 
the light 
elements in 
the sample. 

Natural  
Element 

Neutron yield 
 per 106 alphas 
Ea = 5.2 MeV  

(av. Pu) 

Yield 
Relative 

 to O 

Average 
Neutron 
Energy 
MeV 

Be 65 1102 4.2 
B 17.5 297 2.9 
F 5.9 100 1.2 
Li 1.13 19.2 0.3 
Na 1.1 18.6 ~0.9 
Mg 0.89 15.1 2.7 
Al 0.41 6.95 1.0 
Si 0.076 1.29 1.2 
Cl 0.07 1.19 ~0.5 
C 0.078 1.32 4.4 
O 0.059 1.00 1.9 

7 



Neutron Signatures 

Pu-239 

Mo-105 

Te-133 

+ 

Induced fission 

Pu-240 Xe-134 
Zr-103 

single neutron only 

O-17 
Ne-20 

(alpha,n) neutrons 

Spontaneous fission 

8 
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Neutrons are interesting… 

• Neutron rates are related to the amount of 
fissionable material.  (Pu, U, etc. – what we need 
to safeguard) 
 

• The amount of fissionable material is related to 
the α-decay rate (often the key quantity for waste 
measurements). 
 
 



10 

…and useful. 

• Highly penetrating. 
– Low rate of interaction with matter. 
– Can measure entire volume of item.  
– Reduces sampling errors. 
– Can measure large volume items.  Gamma rays are limited 

(typically) to smaller items.  (“Skin thickness.”) 

• Insensitive to interference by other gamma-emitting 
radionuclides.  (unless a (γ,n) source) 



Moderation 

• Moderation is the process by which a neutron collides 
with matter and loses energy. 
– i.e.   2 MeV to 0.025 eV. 

• The probability of neutron detection in 3He is largest 
when the neutrons have energies near thermal. 

• Most energy lost (best moderation) when neutron 
collides with nuclei of similar mass. {i.e. hydrogen 
(protons)}. 
– Water 
– Polyethylene 

• Moderation usually takes many collisions (~27 for a 2 
MeV neutron in polyethylene). 

11 
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Moderating Materials 

• What happens (i.e. how much energy is lost) when: 
– Pool ball hits bowling ball: pool ball loses little. 
– Pool ball hits pool ball: pool ball can lose all. 

 

• Most energy lost (best moderation) when m1 = m2. 
i.e. hydrogen (protons). 
– Water, H2O 
– Polyethylene, CH2 
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Neutron Absorbers 

• Absorption processes are reactions where a neutron 
enters, but something else exits.  
 

• Examples include (n, γ), (n, p), and fission. 
 

• Cadmium and boron are good neutron absorbers. 
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Cross Section Concept 

• Interaction rate = σ * Nneutron * Nmaterial * Thickmaterial  
•  σ = cross section = measure of probability of neutron interaction 
• Unit of area (barns) that a neutron “sees”. 
• Nucleus dependent 
• Energy dependent.  

Effective size of red 
atoms is cross section 
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Cross Sections cont. 

• Reduce complex interactions to single number. 
• Can be itemized for each particular neutron reaction 

type: 
– Inelastic scattering (energy loss by collision). 
– Fission. 
– Absorption. 
– Gamma ray production. 
– etc. 

• Or given as total cross section. 
• For NDA purposes, typically cross sections increase 

with decreasing energy. 
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Cross Section 



Neutron Detection 

•  Uses 3He tubes imbedded in moderating material.  
•  Reaction is: n + 3He --> p + 3H + 765 keV 
•  Releases charge which is collected by gas tube. 
•  Detectors produce a distribution of electrical pulses. 
•  Electronics amplifies the pulses, sets threshold, and converts 
pulses above threshold to digital pulses. 

Gas Tube 

Signal R C 

+ 

Vo
lta

ge
 P

ul
se

 

Time 

Tube Casing 
Central Wire 

Incident neutron 

High  
Voltage 

17 
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Neutron Detector Design 
• 3He neutron detector tubes are most sensitive to low energy 

“thermal” neutrons Eave ~ .025eV, but higher energies can be 
captured. 

• Fission neutrons emitted at MeV energies. 
• Moderation reduces neutron energy so they can be detected. 
• Moderation occurs in about 2-5 microseconds by multiple 

collisions. 
• Die-away time is longer because the neutrons diffuse through 

poly before escape or capture. 
• General design is to embed detector tubes in a polyethylene 

block. 
– High concentration of hydrogen. 
– Effective moderation. 
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Neutron Detector Die Away 

• Neutrons are lost in the detector by several processes: 
– Diffusing out of detector. 
– Diffusing to a 3He detector tube and being absorbed. 
– Absorption by hydrogen or cadmium. 

• Hydrogen both moderates (good) and absorbs (bad). 

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8

0.3 0.6 0.9 1.2 1.5 1.8 2.1 2.4 2.7

e
t− τ

The neutron lifetime in the 
system is represented by 
exponential decay. The time 
constant is the die away time. 

time 

ne
ut

ro
ns

 re
m

ai
ni

ng
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Fissioning  
Source 

Pulse-processing Electronics 

S 
D 

Pulse Stream to Count Rates 

A shift register is used to convert 
the neutron pulse stream into the 
Singles (Totals) and Doubles 
(Reals) count rates. 

Pulse Stream 
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Cross-sectional Schematic of Counter 

• Can we distinguish between two simultaneous alpha-
n events and a fission??? 
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Instrument Choices 
• Passive Assay 

– Used for spontaneous fission 
– Count neutrons produced by sample. 
– Plutonium Assay: 240Pueff 
– 239Pu inferred from isotopics. 
– High Level Neutron Coincidence Counter (requires representative 

standards) 
– Neutron Multiplicity Counter (applicable to wide range of material) 

• Active Assay 
– Used for induced fission when there is no (small) spontaneous 

fission 
– 239Pu, 235U 
– Count neutrons induced by source. 
– Active Well Coincidence Counter 



Cavity Dimension: 
20 cm dia x 43 cm tall

Cavity Dimension: 
20 cm dia x 43 cm tall

• ε = 65.0% 
• τ = 22.0 µsec 
• 121 tubes, 28 in. active, φ1 in., 10-atm, Ar-CH4 quench 
• 27 Amptek preamplifier channels 
 

Passive Counting  
ENMC (Epithermal Neutron Multiplicity Counter) 

23 
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Active Counting Techniques 
Active Well  

Neutron Coincidence Counter 

• 42 4 atm 3He tubes 
• Efficiency = 26% 
• 2 AmLi sources in     
  top and bottom end  
  plugs 
• Can be configured  
  to use fast or  
  thermal neutrons to  
  induce fission in U    
  items  
 

Uranium  
Neutron Coincidence Collar 

• 16 3He tubes 
• AmLi source 
• Verify fresh fuel assemblies 

24 



Waste Measurements  

• Add-a-source technique  
 

– external Cf source is used to measure change in 
count rate caused by the matrix or container. 

 
– Change in count rate can be used to quantify the 

effects the matrix has on neutrons that are emitted 
from the nuclear material within the container 

 
– Used in HENC, SuperHENC, and WCAS systems 

  

25 



Summary 

• Neutron counting techniques relies on detection of 
time correlated neutrons to quantify amount of 
nuclear material within an item: 

 
– Pu measurements are performed passively due to the large 

emission rate of neutrons from spontaneous fission 
– U measurements are performed using an external source to 

induce fission in the material 
– Neutron detection systems need high detection efficiencies 

to detect neutrons in coincidence with each other 
– Presence of materials which moderate, absorb, or scatter 

neutrons will alter the measurement results if not properly 
accounted for 

26 



Introduction to Passive 
Plutonium Counting 

• Rationale 
• Detectors 
• Electronics 
• Multiplicity distribution – count rates 
• Passive Calibration Curve Analysis 
• Known α Analysis 
• Multiplicity Analysis 
• Laboratory Exercises 

LA-UR-12-00545 



Introduction: Why Neutron Counting? 

• Neutrons have great penetrability.  Thus neutron 
signatures are sometimes the only way to rapidly assay 
large, dense samples. 

• Neutron Count Data can be obtained rapidly.  (But 
isotopic information is needed to interpret the data 
correctly and this adds more time to the assay.) 

• Spontaneous Neutron Emission is a primary signature 
of the even isotopes of plutonium. 

• Induced Fission Neutrons are a signature for both fissile 
plutonium and uranium. 
 



History of Neutron Counting 

• The first neutron assay instruments attempted to use the 
total neutron rate to deduce assay information -- however, 
accurate assays can be obtained only for a very few types 
of SNM. 

• The next development was neutron coincidence counting.  
This technique has had wide application for international 
safeguards which is more focused on verifying declared 
materials. It has less application for domestic safeguards 
which focuses more on accountability measurements 
which require higher accuracy and precision. 

• Neutron Multiplicity Counting is an extension of neutron 
coincidence counting.  It improves neutron assay accuracy  
dramatically by adding more measured information. 
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Multiplicity Counting Vs. Coincidence Counting 

• In standard neutron coincidence counting, a priori 
information must be used to obtain an assay.  Does not work 
well for materials that contain variable, low-Z impurities. 
 

•In neutron multiplicity counting, the distribution of coincident 
multiplets in the neutron pulse stream is used to obtain a third 
measured quantity: the rate of coincident “triples”. 
 

•With careful detector design to reduce the variables to three, 
neutron multiplicity assays are possible without sample 
dependent calibrations.  



Passive Neutron Counter 

Fissioning  
Source 

3He neutron detectors 

Pulse-processing Electronics 

Multiplicity electronics register the 
multiplicity distributions, which are 
used to calculate the mass of fissioning 
isotopes 

Fissioning  source  surrounded 
by neutron detectors 

Prompt multiple neutron emission 
from fission detected as 
coincidence neutron events 
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Epithermal Neutron Multiplicity Counter 



Moderation 

• Moderation is the process by which a neutron collides with 
matter and loses energy. 
– i.e.   2 MeV to 0.025 eV. 

• The probability of neutron detection in 3He is largest when 
the neutrons have energies near thermal. 

• Most energy lost (best moderation) when neutron collides 
with nuclei of similar mass. {i.e. hydrogen (protons)}. 
– Water 
– Polyethylene 

• Moderation usually takes many collisions (~27 for a 2 MeV 
neutron in polyethylene). 



Neutron Detector Die-Away 
• After moderation, neutrons are lost in the detector by several 

processes: 
– Diffusing out of detector. 
– Diffusing to a 3He detector tube and being absorbed. 
– Absorption by hydrogen or cadmium. 

• Hydrogen both moderates and absorbs the neutrons. 
In most thermal detectors 
the neutron population 
decreases nearly 
exponentially in time. The 
time constant is called the 
die-away time. 0 
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The Shift Register is Like an Escalator  

#pulses on 
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Trigger when 
pulse passes 

here 

SUM: Add #pulses 
when triggered 



Shift Register – An Example 
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First neutron triggers shift register 
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First neutron gets on escalator 
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Shift Register – An Example 
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On Escalator Coincidences 

1 1 

Second neutron triggers shift register 

Add 1 to coincidences 

Shift Register – An Example 
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On Escalator Coincidences 

2 1 

Second neutron gets on escalator 

Add 1 to on escalator 

Shift Register – An Example 
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2 3 

Third neutron triggers shift register 

Add 2 to coincidences 

Shift Register – An Example 
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Third neutron gets on escalator 

Add 1 to on escalator 

Shift Register – An Example 
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Fourth neutron triggers shift register 

Add 3 to coincidences 

Four Pulses Yield 6 Coincidences 

Shift Register – An Example 



What Do We Really Count? 

•The Shift Register really counts coincidences. 
•The Rossi-Alpha distribution is based on 
counting all possible coincidences. 
•The formula for all possible coincidences is: 
 
 
 
 
•Where ν is the number of pulses. 

ν ν  ( ) − 1 
2 



Possible Ways to Count Coincidences 

1 Pulse, 0 Coincidences 
 
 
2 Pulses, 1 Coincidence 
 
 
 
3 Pulses, 3 Coincidences 
 
 
 
4 Pulses, 6 Coincidences 



Counting Coincidences 

#Neutrons     Coincidences     SR 
 
 0                        0                    0                 0 
 1                        0                    0                 0 
 2                        1                    1                 1 
 3                        3                    3                 3 
 4                        6                    6                 6 
 5                      10                  10               10 
     

( )
2

1−νν



The Shift Register Circuit 

Input 
Predelay Shift Register 

Up - Down Counter 
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R + A Scaler 

Long Delay 

A Scaler 



Deadtime effects cause losses at early 
times. 
The typical length of the Predelay (P) 
is 2 to 4.5µs depending on the speed 
of the 3He tube and amplifier. 

Predelay Circuit 



Multiplicity Shift Register 

Input 

Strobe 

Predelay Shift Register 

Up-Down Counter 

Sort by Number in Counter 

Zeros Scaler Ones Scaler Twos Scaler 

Accidentals Scalers Long Delay 



Multiplicity Distribution – 60g Pu Oxide 
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Gate  width = 32 µs 



0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
0.00e+0 

1.00e+7 

2.00e+7 

3.00e+7 

4.00e+7 

Multiplicity 

C
ou

nt
s  

P , Counts in R+A Gate 
Q,  Counts in A Gate  

Multiplicity Distribution – 3.8 kg Pu metal 



What Do These Multiplicity Distributions Mean? 
• These multiplicity distributions describe the 
probabilities of counting events of a given multiplicity 
in the  R+A and A gates.   
 

• The higher the singles rate,  the longer the 
distributions will be. The average multiplicity of the 
accidentals distribution depends on this rate and the 
coincidence gate width.  
 

• Real multiplicity information shifts the R+A 
distribution to higher multiplicities than the A 
distribution. 



Count Rates from the Multiplicity Shift Register? 

• With the multiplicity shift register, we sample the the 
accidental multiplicity probability distribution and the real 
multiplicity probability distribution mixed with that for the 
accidentals. 

• Let  
  Pn = # times a multiplicity of n is counted in the  

  R + A gate  
  Qn = # times a multiplicity of n is counted in the 

   A gate 
 
• We get singles, doubles, and triples information from a 

combination of the moments of these distributions. 



Singles 

• To obtain the singles is simple:  the sum of all the single 
neutrons detected. This is equivalent to: 

 
 
 
 
 
 
• This is also sometimes referred to as the “Zeroth”  

 moment of the accidentals distribution. 
   
   

n = 0 

N 

measured  singles  =   Σ   Q n 



Doubles 

• The doubles are the difference in the 1st moments of the 
multiplicity distributions in the R+A and A Gates. 

 
 
 
 
 
 
• The doubles obtained this way are equivalent to the real 

coincidences obtained with a standard shift register circuit 
-- this provides a useful diagnostic for multiplicity shift 
register operation. 

n = 1 

N  N 

   n = 1 
measured  doubles  =    Σ n  n P  -   n Q n Σ 



Triples 

• The formula for calculating triples is intuitively much 
harder because the information in the R+A and A gates is 
correlated. 

• The triples are the difference in the 2nd moments minus a 
cross correlation term that depends on the doubles. 

  
(  -    

measured  triples  =        

Σ   Q n n = 0 

N Σ  n P n 
n = 1 

N 
) 

n = 1 
Σ  n Q n  
N Σ  n Q 

n  

N 

n = 1 

n (n-1) Q  n 
2 

Σ 
N 

n = 2 

n (n-1) P n 
2 

Σ 
N 

n = 2 



Shift Register Comparison 
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Total Neutron Rate or “Singles” 

source neutrons  =  s. f.  + ( α ,n)  neutrons 
                   =  (1 +  α )  ν s1 F  

all emitted neutrons  =   M  * source neutrons 

all detected neutrons =   ε  * all emitted neutrons 

S  =  ε  M (1 +  α )  ν s1 F  Singles :  



Real Coincidence Rate or “Doubles” 

  D = ( f  d  / 2)  ( ε M) 2  F { 
ν 
s2  + 

                                  [(M-1)/( 
ν 

i1 -1)] ν s1 (1+α) ν i2    } 

Doubles from spontaneous fission =   ν s2  F 

But there are no doubles from (α,n) unless 
the sample is multiplying. 

So an equation for doubles needs three components: 
  
     1.  doubles from   s.f.   source  doubles , 

     2.  doubles from   i.f.   of   s.f.   source    
               singles ,  and 

     3.  doubles from   i.f.   of   ( α ,n)  neutrons. 



Triples 

It is not so simple to write down an equation for triples.  The 
equation used was derived by two groups in Europe using 
different mathematical methods. 

 
“The Point Model” assumes that the neutron multiplication in a 

sample can be described globally by considering a fission 
chain starting at a point.   

 
The model does not take into account the integrated effects of 

variations in fission probabilities over the volume of a 
 sample. Thus the model works well only for relatively 
low density or neutronically “thin” materials. 
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Changing Count Rate to Mass 

• The doubles count rate is related to the 240Pueff mass by an 
experimentally determined empirical relationship.   
• The empirical relationship is determined from a set of 
calibration standards. 
• To determine the total Pu mass the isotopic values need to be 
known. 
 

( ) ( )PuPuPu
gPu

m eff
Pu 242240238

240

68.152.2
)(

++
=
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Detected Coincidence Rate 

( )∑ −





 −=

−−

ν

ττ νννε
2

1)(1)sg/fis 473( 2
240 PeemD

GP

Mass times fission rate 
per gram is absolute 
fission rate.  (Assume 
mass is entirely 240Pu.) 

Detector efficiency squared. 
Probability of detecting one 
neutron times probability of 
detecting second neutron.  
Assumes no deadtime. 
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Detected Coincidence Rate 

( )∑ −





 −=

−−

ν

ττ νννε
2

1)(1)sg/fis 473( 2
240 PeemD

GP

Gate fraction. Exponential 
delay from predelay. Exponential 
loss from finite gate width. 

The formula for calculating the total number of possible 
coincidence counts. It is multiplied by the probability  
of each number of emitted neutrons. 



Calibration Curve Method 
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Need representative 
standards for each sample 
type and careful 
calibration measurements. 



Known Alpha 
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Use singles and doubles to  
deduce a “multiplication” 
correction that linearizes  
the calibration.  Works well 
for pure oxides, metals,  
and fluorides. Still need 
standards. 



The Problem with Standard Coincidence Counting 
There are 3 principal unknowns in neutron counting: 
 

  240Pu-effective mass, α, and M. 
 

Standard Coincidence Counting  provides only 2 pieces of 
measured information, singles and doubles (or totals and 
coincidences)  To obtain an accurate assay,  one must know a 
lot about the sample. 
 

If the assumed information is incorrect,  large errors can occur. 
 

In Neutron Multiplicity Counting,  3 pieces of measured 
information are used with a mathematical model to deduce an 
assay that is far superior for most impure materials.   



The Point Model Equations 
 
  
   S =  F ε M ν    (1+ α ) 

  
   D =  F (  f   /2)  ( ε M )  { ν      +[( M -1)/( ν    -1)] ν     (1+ α ) ν     } 

  
   T =  F  ( f   / 6)  ( ε M )  { ν    +[( M -1)/( ν    -1)] [ 3 ν   ν     + 

  
     ν   (1+ α )  ν   ] +3[( M -1)/( ν    -1)]    ν       (1+ α ) ν     } 

s1 

d 
2 

s1 s2 i1 i2 

t 
3 

s2 i1 

i1 

s3 i2 

s1 i3 
2 

s1 i2 
2 

ε 
f 
 f  
 F  
 ν 

  
 
ν 
 ν 

d 
t 

n1 
  
 n2 
 n3 

α  = ratio of (alpha, n ) neutron rate to the spontaneous fission rate 

where:       = detection efficiency 
       = fraction of doubles in the coincidence gate 
       = fraction of triples in the coincidence gate 
       = spontaneous fission rate   = 473.5 n/s/g * effective PU-240 mass  

       = average number of neutrons produced per fission event 
         (n=s -- spontaneous fission, n= i -- induced fission)  

       = average number of neutron pairs produced per fission event 
       = average number of neutron "triplets" produced per fission event 

M  = fission multiplication 



To Calibrate a Multiplicity Detector 

In principle  if a detector 
is properly optimized, 
standards are not needed 
for calibration in 
multiplicity counting 

where now 
   

       F     =   spontaneous fission rate for the  252 Cf source  
       ν s1  =   3.75  

       ν s2  =   11.96  
       ν   s3   = 31.81  
  

 With    F  known for a given calibration source,  can solve for     ε f ,   f t ,   d and . 
       

Use a known 252Cf source so that  
 
            M=1 and α = 0.  Then,   

  
   

 
   
 
     

S = Fενs1 
 

D = F(fd/2)(ε)2νs2 
 

T = F(ft/6)(ε)3νs3 



Laboratory Exercises - Today 

• Calculate count rates from a multiplicity distribution 
• Examine multiplicity distributions from difference sources 
• Deadtime corrections 
• Die-away time 
• Efficiency 
• Gate Fractions 
• Determine pho zero for known α analysis 
• Triples to doubles ratio 
• Matrix materials 



Laboratory Exercises - Tomorrow 

• Calibration curves for passive and known-α analysis methods 
• Efficiency for Pu – multiplicity analysis 
• Verification of pure Pu 
• Verification of impure Pu 
• Scrap measurements 
• Effects of moderations 
• Assay of stacked cans 
• Assay of Pu with U metal 
• Multiplication and T/D ratio 
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I.  INTRODUCTION TO THERMAL NEUTRON COUNTING 
 
 This first session is an introduction to neutron counting in which you will construct a thermal 
neutron detector with 3He proportional counters and polyethylene.  Then you will connect the 
electronics and study neutron counting statistics and neutron detector design using AmLi and 
252Cf neutron sources.  You will also observe the absorption and scattering properties of 
neutrons. 
 Refer to chapters 12 and 13 of the PANDA manual for detailed information.  Chapter 12 
covers the interaction of neutrons with matter and Chapter 13 covers neutron detection. 
 A typical thermal neutron counter consists of 3He proportional counters embedded in 
polyethylene. 3He proportional counters are well-suited for thermal neutron detection because  
 
 1. the capture cross section of 3He is high for thermal neutrons, 
 2. the counter reliability, stability, and lifetime are excellent, and 
 3. the counters are insensitive to gamma rays. 
 
 The 3He tubes typically contain 4 atmospheres of 3He gas, are 2.5 cm in diameter, and operate 
at 1680 volts.  Other pressures, diameters, and operating voltages are also common.  The length 
of the tubes can vary from about 10 to 105 cm, depending on the application.   
 Neutrons from a source or sample must be thermalized in polyethylene to produce high 
efficiency detectors, because the capture cross section of 3He to fast neutrons is small.  The fast 
neutrons scatter off of the hydrogen in the polyethylene and rapidly become thermal neutrons. 
 A neutron captured by 3He produces a proton and a triton by the reaction 
 

3He + n → 3H + p + 765 keV  . 
 
The proton and triton share the 765 keV as kinetic energy.  These charged particles ionize the gas 
in the 3He tube.  The liberated electrons are accelerated toward the central anode wire of the tube 
held at typically 1680 V.   
 On the way to the anode, the electrons are multiplied—they gain enough energy to create 
additional ions.  The number of electrons arriving at the anode is proportional to the number 
initially created—hence the name proportional counter. 
 The negative charge arriving at the anode produces a small negative pulse that is capacitively 
coupled to an amplifier.   
 Thermal neutron counters designed at Los Alamos presently use a hybrid amplifier-
discriminator circuit produced by the Amptek Corporation to amplify the 3He tube pulses and to 
discriminate against the gamma ray pulses.  The discriminator produces an output pulse when the 
input exceeds a certain amplitude, which is set above the maximum produced by gamma rays. 
 The Amptek circuit is mounted on a circuit board that also contains a logical OR circuit, an 
output stage, and a driver for an LED (light emitting diode).   
 The OR circuit is used to combine outputs from a number of Amptek circuits; one circuit 
feeds the next in a daisy-chain arrangement -- one Amptek board produces an output if either the 
previous board produced an output or if its own Amptek circuit produces an output.  Most 
detectors use between 6 and 20 Ampteks boards.  This is done partly to reduce electronic 



 2 

deadtime and partly because there is a limit to the number of tubes that can be connected to one 
Amptek circuit. 
 The LED is used to produce a short flash of light for each neutron detected.  This is a very 
useful and popular diagnostics feature. 
 The output from the Amptek board is a positive pulse about 5 V high and 50 ns wide that can 
drive long coaxial cables connected to the counting electronics. 



 3 

II.  SETUP 
 
 In this section you will set up a neutron detector to perform some general neutron counting 
experiments. 
 The main equipment consists of  
 
 3He proportional counters 
 Polyethylene 
 Amptek circuit box 
 High voltage (hv) junction box 
 Counting electronics including power supplies 
 Neutron sources 
 Coaxial cables. 
 
 Before assembling the system, open the Amptek circuit box to observe the Amptek circuit 
and the Amptek circuit board.  Only one Amptek is used for the experiments in this session, but 
most neutron counters use between 6 and 20 Ampteks.  The Amptek boards used in routine assay 
instruments are the same as the one you are using today. 
 Close the Amptek circuit box before proceeding. 
 The figure below shows the setup for the 3He tubes and polyethylene.  Put the 3He tubes into 
the special polyethylene block with the two holes.  Connect the tubes together with the short hv 
cable.  Place the tubes and polyethylene between two bookends, as shown in the figure.   
 

 
 
 

 The counting electronics package that you will use is either a JSR-11, JSR-12, or AMSR; 
these are designed primarily for coincidence counting, but can also be used for total neutron 
counting.  The JSR-12 is an upgrade of the JSR-11; all of its parameters can be set by computer 
control.  Both packages contain the +5 V power supply to operate the Amptek circuits and the hv 
supply to operate the 3He tubes. 
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 The figure below shows the cable connections for the hv junction box, the Amptek circuit 
box, and the JSR package.  Connect the system as shown. 
 

 
 

 Turn on the power and set the hv to 1600 V. 
 You are now ready to count neutrons. 
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III.  COUNTING STATISTICS 
 
 In this section you will observe the statistical fluctuations in a series of neutron 
measurements and will compare your observation with theory.  You will also propagate errors for 
differences and ratios of variables. 
 Use the detector setup from the previous section and place an AmLi source about 30 cm from 
the center of the detector.  The AmLi source produces neutrons from the (alpha, n) reaction, 
where alpha particles from the decay of  241Am react with lithium to produce neutrons.  Only one 
neutron is produced per reaction, so the neutrons are produced at random. 
 The number of neutrons counted from a random source for a fixed count time will vary from 
one measurement to the next according to Poisson statistics; if the neutron count is not small 
(say, > 10) then Poisson statistics are well approximated by Gaussian (or normal) statistics.   
 The standard deviation (σ) of the neutron count is the root mean square deviation of the 
counts from the average for an infinite number of measurements.  For a random neutron source, 
the standard deviation is the square root of the average count for an infinite number of 
measurements 
 Measure the AmLi source 10 times for 10 s per measurement and record the counts in the 
table below. 
 

Measurement Counts (C) (C - Cavg)2 
1   

2   

3   

4   

5   

6   

7   

8   

9   

10   

Sum   

Average   

 
Calculate the average count and complete column 3 of the table.   
Calculate the standard deviation of the 10 measurements: 

  ( )∑
=

−
−

=
N

i
avgi CC

N 1

2

1
1σ  
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 Compare the standard deviation of the 10 measurements with the square root of the average: 
 

Standard deviation  

Square root of average  

 
These numbers should agree to within about a factor of 2. 
 For a single measurement, the best estimate of the standard deviation is the square root of the 
count.  The usual symbol for the standard deviation is σ.  Errors are usually reported as plus or 
minus one standard deviation.  For your measurements number 1 and 2, record the counts and 
errors: 
 

Measurement count 

1 ± 

2 ± 

 
You will need to combine measurement errors throughout the neutron exercises.  The two 
important cases are for subtractions and ratios. 
 For two measured quantities, x and y, with Gaussian statistics and standard deviations σ(x) 
and σ(y), respectively, the error (standard deviation) of the difference d = x - y is 
 
 σ σ σ( ) ( ) ( )d x y= +2 2  
 
and the error of the ratio r = x/y is 
 

 σ σ σ( ) ( ) ( )r r x
x

y
y

= • 





+








2 2

. 

 
 In particular, if x and y and neutron counts from a random neutron source, then 
 
 σ ( )x x=       and        σ ( )y y= , 
 
so  
 

 σ ( )d x y= +       and        σ ( )r r
x y

= • +
1 1 . 

 
Use your first two measurements above as illustrations, as follows: 
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 Calculate the difference in counts between measurement 1 and measurement 2 and the error 
of the difference.  The difference should be 0 within statistical errors.  Record your results in the 
table below. 
 
 

Difference  

Error of difference  

 
 
Then calculate the ratio of the counts in measurement 1 to the counts in measurement 2 and the 
error of the ratio.  The ratio should be 1 within statistical errors.  Record your results in the table 
below. 
 
 

Ratio  

Error of ratio  

 
 
For quantities having a Gaussian distribution, the fraction that fall within 1, 2, or 3 standard 
deviations of the average are 
 
 ± 1 σ:  68% 
 ± 2 σ:  95% 
 ± 3 σ:  99.7%. 
 
A limit of 3 standard deviations is often used as an outlier limit, meaning that a measurement that 
falls outside ± 3 σ of the average is so unlikely that it is considered an outlier—a result most 
likely caused by something other than a counting statistics fluctuation. 
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IV.  DETECTOR DESIGN 
 
 In this section you will study the effect of polyethylene on the efficiency of a thermal neutron 
detector and will determine the optimum polyethylene thickness for a small neutron detector. 
 Start with the detector setup that you used in the previous section.   
 Measure the room background for 60 s and record the total neutron count below. 
 

Background count  

 
 Place a 252Cf source about 30 cm from the center of the detector and use the source stand.  Be 
sure that the source to detector distance is constant throughout the measurements. 
 

252Cf source id  

 
 The experiment is to add polyethylene to both sides of the 3He tubes and to measure the 
neutron count rate from a 252Cf source as a function of polyethylene thickness. 
 The basic polyethylene slab that holds the 3He tubes is 1.5 inches (3.81 cm) thick.  Use this 
for your first measurement with the 252Cf source.   
 Increase the polyethylene thickness by adding 0.25 (0.635 cm) inch slabs of polyethylene to 
both sides of your detector and make another measurement. 
 Repeat this operation until your detector is approximately 6 inches (15.24 cm)thick. 
 For each measurement, record your results in the following table. 
 

 
Detector thickness Counts in 60 s 

(C) 
 

σ(C) 
Counts - background 

(C - B) 
Relative efficiency 
[(C-B)/(C-B)max] 

(inches) (cm) 

1.5 3.8     

2.0 5.1     

2.5 6.4     

3.0 7.6     

3.5 8.9     

4.0 10.2     

4.5 11.4     

5.0 12.7     

5.5 14.0     

6.0 15.2     
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 When all measurements are complete, normalize the counts above background to the 
maximum count above background and plot the relative efficiency vs. the polyethylene thickness 
on the graph provided below. 
 Record the polyethylene thickness that gives the highest neutron detection efficiency: 
 

Polyethylene thickness for 
maximum efficiency 
(inches & cm)) 

 

 
 
Explain the observed dependence of the efficiency on the polyethylene thickness. 
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V.  NEUTRON ABSORPTION 
 
 In this section you will study the absorption of fast and thermal neutrons by thin sheets of 
aluminum, steel, and cadmium. 
 Set up your experiment as shown in the figure below, where the polyethylene thickness is the 
thickness for maximum efficiency found in the previous exercise. 
 
 

 
 
 
 You will insert the metal sheets into positions A, B, and C as shown on the diagram and will 
measure the neutron counts for each configuration.  Ignore the background for these 
measurements. 
 Refer to the table below for configuration.  Count each configuration for 100 s. 
 

 
Material 

 
Position 

Counts 
(C) 

 
σ(C) 

Normalized 
counts 

σ(normalized 
counts) 

none *********   1.000 0 

Al + Fe + Cd A     

Al B     

Fe B     

Cd B     

Cd C     

 
 Explain each of these results.  In particular, explain the relative behavior of Al and Fe in 
position B and the relative behavior of Cd is positions B and C.  The thermal neutron absorption 
cross sections of Al, Fe, and Cd are 0.23, 2.5, and 2450 barns, respectively. 
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VI.  NEUTRON SCATTERING 
 
 In this section you will observe qualitatively the effect of fast neutron scattering.  In the 
previous exercise you saw that thin sheets of metal had negligible effect on fast neutrons.  Now 
you can test for effects with large quantities of material. 
 Use the same detector arrangement that you used in the last exercise.  Use the polyethylene 
thickness for maximum efficiency and remove any metal sheets from the last experiment. 
 Copy the result of the 252Cf measurement without metal sheets to the table below. 
 Next place a lead brick just behind the 252Cf source—i.e., opposite the detector—and count 
for 100 s.  This scattering of neutrons back toward the detector is called reflection. 
 Now place the lead brick just in front of the 252Cf source so the brick is between the source 
and the detector.  Count for 100 s.   
 Repeat these two measurements with a polyethylene brick. 
 Record all results in the table below. 
 

Configuration Counts (C) σ(C) 

source only   

lead-source-detector   

source-lead-detector   

poly-source-detector   

source-poly-detector   

 
 
 
Explain qualitatively what you observed. 
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VII.  SHIELDING 
 
 In this section you will study the moderation and absorption of neutrons with the intent of 
shielding a detector from an external neutron source. 
 Use the same detector configuration that you used in the previous exercises with the 
polyethylene thickness for maximum efficiency and with any absorbing and scattering materials 
removed. 
 This time consider that the 252Cf source is an external neutron source that you wish to shield 
from the active region of your detector. 
 Place a Cd sheet on the source side of your detector and then add 10 cm of polyethylene 
between the Cd and the source such that the polyethylene is next to the Cd.  The idea is that 10 
cm of polyethylene will thermalize many of the source neutrons; the thermalized neutrons will 
then be absorbed by the Cd and will not reach the detector. 
 Count this configuration for 100 s and record the results below. 
 Copy the counts from the 252Cf source without the shield from the table in the previous 
exercise. 
 Finally, remove the Cd sheet, measure for another 100 s, and record your results. 
 

Configuration Counts (C) σ(C) 
no shield   

poly + Cd shield   

poly shield   

 
 Study the effectiveness of the shield and the importance of Cd in the shield.  Explain why 
the shield of polyethylene only is more effective than no shield, even without Cd to absorb the 
thermal neutrons. 
 



   

 
 
 

COINCIDENCE COUNTING 
 
 

I. INTRODUCTION 
 
II. SETUP 
 
III. COINCIDENCE COUNTS AND ERRORS 
 
IV. BACKGROUND MEASUREMENT 
 
V. AmLi SOURCE MEASUREMENT 
 
VI. CF AND (CF+AmLi) MEASUREMENTS 
 
VII. ACCIDENTALS/TOTALS TEST 
 
VIII. EFFICIENCY 
 
IX. DEADTIME 
 
X. GATE LENGTH 
 
XI. DIE-AWAY TIME 
 
XII. INCC PROGRAM 
 
XIII. MATRIX MATERIALS 

Los Alamos 
National Laboratory 

Safeguards Technology Training Program 

China Center of Excellence Nondestructive Assay Training 
Los Alamos, New Mexico 

 



 1 

I. INTRODUCTION 
 
 The principles of neutron coincidence counting are discussed in chapter 16 of the PANDA 
manual.  Neutron coincidence instruments and applications are discussed in chapter 17 of the 
PANDA manual. 
 In this session you will use shift register coincidence electronics to perform measurements 
on several types of neutron sources.  You will see how the raw data are obtained and how 
coincidence rates and errors are calculated.  You will see how coincidence counts are affected by 
a random neutron background and how they are affected by matrix materials. 
 You will also determine some of the important detector parameters that are needed for 
SNM measurements. 
 Finally, you will start to use the INCC program for data collection.  This is a Windows 
program designed for general purpose passive and active neutron assay applications. 
 The users manual for the INCC code is included on the reference CD. 
 
II. SETUP 
 
 In this section you will set up a neutron counter for performing coincidence counting 
experiments.  You will use either the High Level Neutron Coincidence Counter (HLNC) or the 
Active Well Coincidence Counter (AWCC).  The AWCC is normally used for active 
measurements using AmLi sources to induce fissions in uranium samples, but can be used as a 
passive counter if the AmLi sources are removed.  The HLNC is described in section 17.2.3 of 
the PANDA manual and the AWCC is described in section 17.3.1 of the PANDA manual. 
 You will use a JSR-12 or AMSR coincidence electronics package.  If you are using the 
AWCC, be sure that the AmLi sources have been removed.  Connect your detector to the 
electronics package with the +5 V, hv, and signal cables.  Turn on the power and set the hv to 
1680 V.  The hv is set digitally by a front-panel control on the shift register.   
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III.  COINCIDENCE COUNTS AND ERRORS 
 
 In this section you will collect raw data from the coincidence electronics and calculate the 
coincidence rate and error. 
 The coincidence electronics provides 4 numbers:  
 
 1.  the count time 
 2.  the total counts 
 3.  the real-plus-accidental coincidence counts (R+A) 
 4.  the accidental coincidence counts (A). 
 
 The real coincidence counts are thus 
 
 R = (R+A) - (A). 
 
 If (R+A) and (A) were independent counts obeying Poisson statistics, then 
 
 σ ( ) ( )R R A A= + + . 
 However, (R+A) and (A) are correlated and neither quantity obeys Poisson statistics, so the 
error equation above is only an approximation that underestimates the true error by typically 5 to 
40% depending on the particular detector and source.   
 Put a 252Cf source in your detector near the center of the sample cavity. 
 Set the predelay to 4.5 µs and the gate to 64 µs.  The predelay is an internal setting for the 
JSR-11 and is already set to 4.5 µs. 
 Make 10 measurements each 10 s long and record your results in the following table. 
 

Measurement (R+A) (A) R = (R+A) - (A) (R - Ravg)2 

1     

2     

3     

4     

5     

6     

7     

8     

9     

10     

Sum *********** ***********   

Average *********** ***********   
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 From measurement 1, estimate the standard deviation of R: 
 

σ ( ) ( )R R A A= + +   

 
 From your table, calculate Ravg and then calculate (R - Ravg)2 for each of the 10 
measurements.  Finally, calculate the root mean square (rms) deviation of the reals counts 
from the average: 
 

rms deviation of reals 
 from average 

 

 
Compare σ(R) and the rms deviation; they should agree to within about a factor of 2. 
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IV. BACKGROUND MEASUREMENT 
 
 In this section you will determine the room background total count rate and real 
coincidence count rate. 
 Remove all sources and samples to at least 10 feet from your detector. 
 Make a measurement for 100 s and record your data in the table below. 
 

Count time (s) 100 

Total counts  

(R+A)  

(A)  

 
 Calculate the totals rate as  
 

 totals rate =  
total counts

time
, 

 
the reals rate as  
 

 reals rate =  
(R + A) -  (A)

time
, 

 
and the reals rate error as 
 

 σ (reals rate) =  
(R + A) +  (A)

time
. 

  
Enter your results in the table below. 
 

Totals rate  

Reals rate ± 

 
 If the reals rate is not zero within 3 standard deviations, explain what might produce a real 
coincidence count in a room background measurement. 
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V. AmLi SOURCE MEASUREMENT 
 
 In this section you will measure the totals and reals rates for an AmLi source.  An AmLi 
source is a mixture of 241Am and lithium that produces neutrons from the (alpha, n) reaction on 
lithium.  Because the alpha particles are emitted one at a time in the decay of 241Am and because 
only one neutron is produced in the alpha particle reaction with lithium, the neutrons from an 
AmLi source are random and therefore should not produce real coincidence counts.  [There are a 
few correlated neutrons from induced fissions in 241Am by the (alpha, n) neutrons, but they are 
overwhelmed by the (alpha, n) neutrons.] 
 Place the AmLi source in your detector roughly centered in the sample cavity. 
 Measure the source for 100 s and complete the following table. 
 

AmLi source id  

Count time (s) 100 

Total counts  

(R+A) counts  

(A) counts  

Totals rate (1/s)  

Reals rate (1/s) ± 
 
 If the reals rate is not zero within 3 standard deviations, then there is likely a 
problem with your detector; in this case, repeat the measurement before drawing any 
conclusions. 
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VI. Cf AND (Cf+AmLi) MEASUREMENTS 
 
 The purpose of this section is to illustrate the effect of random neutrons on the totals and 
reals count rates measured for a 252Cf source.  The random neutrons will be provided by an AmLi 
source. 
 Place a 252Cf source in your detector near the center of the sample cavity.  Control the 
position carefully, because you will need to reposition the source to the same location later. 
 Measure the source for 100 s and enter your results in the table below. 
 Next put an AmLi source in the sample cavity with the 252Cf source.  The position of the 
AmLi source is not critical, but it should be at least a few inches away from the 252Cf source so 
that the sources don’t interact.  The 252Cf source should be in its original position. 
 Count the combined sources for 100 s and enter your results in the table below. 
 

 252Cf 252Cf + AmLi 

Source id(s)   

Count time (s) 100 100 

Total counts   

(R+A) counts   

(A) counts   

Totals rate (1/s)   

Reals rate (1/s) ± ± 
 
 Compare the totals and reals rates and errors and explain the observed behavior. 
 



 7 

VII. ACCIDENTALS/TOTALS TEST 
 
 In this section you will study the basis for the accidentals/totals test, which is a quality 
control test that is used to check that the neutron count rate did not change significantly during a 
measurement.  The accidentals/totals test is built into the INCC code as one of the optional 
quality control tests. 
 Measurements that depend only on the reals rate do not require that the totals count rate 
remains constant throughout a measurement.  The accidental gate is separated from the real-plus-
accidental gate by about 1 ms, so slow changes in the totals rate— say from variation of the 
background—do not affect the reals rate. 
 However, some analysis methods depend on the totals and reals rates, so a constant totals 
rate is important. 
 The basis for the test is the relationship between the totals rate and the accidental 
coincidence rate.  The average number of pulses in the accidental gate is the totals rate times the 
gate width.  Because every pulse opens an accidental gate, the accidental rate is the totals rate 
times the average number of pulses in the accidental gate or the totals rate squared times the gate 
length. 
 For example, if the totals rate is 105 counts/s and the gate length is 64 µs, then the average 
number of pulses in the accidental gate is (105) • (64 • 10-6) = 6.4.  The accidentals rate is then 
6.4•105 counts/s. 
 Use the results of your measurement of the 252Cf  + AmLi sources to illustrate the 
accidentals/totals relationship by filling in the following table. 
 

Source ids  

Gate length (µs)  

Count time (s)  

Total counts  

(R+A) counts  

(A) counts  

Totals rate (1/s)  

(totals rate)2(gate length)  (1/s)  

Accidentals rate (1/s)  

Rate ratio: [accidentals/(totals2 • gate)]  
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VIII. EFFICIENCY 
 
 In this section you will determine the neutron detection efficiency of your detector 
by measuring the totals rate from a 252Cf source that has a known neutron yield. 
 The 252Cf source BB-997 was calibrated at the National Institute of Science and 
Technology (NIST).  The neutron yield (Y0) was measured to be 4.86 • 105 neutrons/s 
with an error of 1.4% (1 standard deviation) on 28 May 1995. 
 
252Cf has a half-life (T1/2) of 2.645 years, so the present yield (Y) is 
 
 Y = Y0 ∗ exp(−ln(2)∗∆T / T

1 / 2
) , 

 
where ∆T is the time from 28 May 1995 until now.  ln(2) = 0.6931. 
 
 You will use one of the 252Cf sources in the table below, which shows the relative 
yields of the sources. 
 

Source id Relative yield 
BB-997 1.000 
A7-862 1.255 
CF-9 1.813 

BB-998 2.090 
A7-863 2.812 
CF-10 3.441 
CF-11 6.384 
A7-864 6.813 
A7-865 11.810 
Cf-12 12.216 

A7-866 24.524 
 
 Place one of these 252Cf sources at the center of the sample cavity of your detector 
and measure it for 100 s.   
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 The detector efficiency (ε) is given by 
 

 ε =
totals rate -  background totals rate

source yield
. 

 
 Complete the table below.  Use the background totals rate that you measured earlier. 
 

Source id  

Source yield today (1/s)  

Count time (s) 100 

Total counts (252Cf + background)  

Totals rate (1/s) [Cf + bkgd]  

Background totals rate (1/s)  

Net 252Cf totals rate (1/s)  

Efficiency  
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IX. DEADTIME 
 
 In this section you will determine the electronic deadtime coefficients needed to 
correct for deadtime losses in totals and reals counts. 
 At high neutron count rates some of the neutron pulses are lost as a result of 
detector and electronic deadtime.  If two neutrons are captured too close together, their 
pulses overlap and appear as one to the counting circuits.  The measured totals and reals 
rates, therefore, are smaller than they would be if no pulses were lost.   
 Experimentally it has been determined (by counting combinations of strong 252Cf 
and AmLi sources) that the totals and reals rates can be corrected for deadtime according 
to the following equations: 
 
 (totals rate)  =  (totals rate) totals rate)  ]0 m m• •exp[ ( /δ 4  
 
 (reals rate)  (reals rate) exp[ totals rate)0 m m= • •δ ( ], 
 
where  
 
 δ = A + B • (totals rate)m 
 
 A, B = deadtime coefficients 
 
and where the subscript ‘m’ refers to the measured quantity and the subscript ‘0’ refers to 
the quantity corrected for deadtime. 
 The exponential terms above are called the deadtime correction factors. 
 The deadtime coefficients A and B  depend on the particular detector, but for six 
channel Amptek systems like the HLNC and AWCC the coefficients A and B are 
approximately 
 
 A = 0.6 • 10-6 

 B = 0.2 • 10-12. 
 
 To get a feel for the importance of the deadtime corrections measure a strong 
252Cf source for 100s and fill out the table below. 
 

Source id  

Measurement totals rate  

δ  

Totals deadtime correction factor  

Reals deadtime correction factor  

Totals rates corrected  

Reals rates corrected  
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X. GATE LENGTH 
 
 In this section you will determine the effect of the gate length on the reals rate and error. 
 Neutrons emitted by a source or sample in the sample cavity exhibit a roughly exponential 
die-away.  The probability (dp) for capturing a neutron in a 3He tube in a time dt is given 
approximately by 
 

 dp t dt= − •
1
τ

τexp( / ) , 

 
where t is the time from emission to capture and τ is a constant called the detector die-away time.  
The probability (p) of detecting a neutron in the coincidence gate is thus 
 
 p P G= − • − −exp( / ) [ exp( / )]τ τ1 , 
 
where P is the predelay and G is the gate length. 
 
 Put a 252Cf source near the center of the sample cavity of your detector and measure the 
source for 30 s at each of 5 gate lengths: 8, 16, 32, 64, and 128 µs.  Fill out the tables below. 
 

Source id  

 
 

Gate length 
(µs) 

(R+A) 
counts 

 
(A) counts 

Reals counts 
(R) 

Reals counts 
error [σ(R)] 

Percent error 
[σ(R)/R •100] 

8      

16      

32      

64      

128      
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 Normalize the reals counts to unity at a gate length of 128 µs and normalize the reals counts 
percent error to unity at a gate length of 8 µs.  Use the following table. 
 

 
Gate length (µs) 

Normalized reals 
counts 

Normalized percent 
error of reals counts 

8  1.000 

16   

32   

64   

128 1.000  

 
 Plot your results in the following graphs and explain the observed behavior of the 
curves. 
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XI. DIE-AWAY TIME 
 
 In this section you will use the data from the previous section to calculate the detector die-
away time. 
 Referring to the previous section, the ratio of the reals counts at a gate length of 64 µs to the 
reals counts at 32 µs (for the same predelay, die-away time and measurement time) is 
 

 
R
R

64

32

1 64
1 32

=
− −
− −

exp( / )
exp( / )

τ
τ

. 

 
 Solving this equation for τ gives 
 

 









−

−
=

1ln

32

32

64

R
R

τ . 

 
 Thus the measurement of the reals counts at two gate lengths determines the detector die-
away time. 
 Use your data from the previous section to calculate τ and fill out the table below. 
 

Detector id  

Reals counts (G = 64 µs)  

Reals counts (G = 32 µs)  

Die-away time (µs)  

 
 Most detectors actually have several components to their die-away curves, because the 
distribution of polyethylene and 3He is not uniform throughout the detector.  Therefore, if you 
repeat the calculation of the die-away time with other gate lengths (say, 8 µs and 16 µs), you will 
get a somewhat different die-away time.  Gate lengths of 32 µs and 64 µs are usually used, 
because most detectors have die-away times between these values. 
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XII. THE INCC PROGRAM 
 
 In this section you will connect a computer to the coincidence electronics package and 
prepare to collect data with the INCC program, which is a Windows program for collecting and 
analyzing data from neutron coincidence counters. 
 Connect your computer to the coincidence electronics package with a serial cable.   
 Turn on the computer and start the INCC code. 
 Select “Setup | Measurement Parameters” and enter the following parameters: 
: 

Shift register type JSR-11, JSR-12, or AMSR 
Shift register serial port  
Predelay (µs) 4.5 
Gate length (µs) 64 
High voltage (V) [JSR-12 only] 1680 
Deadtime coefficients A, B, C, D 0 
Other parameters not used 

 
  
 You are now ready to make measurements with the INCC program. 
 The INCC program is designed for a variety of passive and active assay techniques, including 
multiplicity counting.  In the INCC program the measured count rates are the singles, doubles, 
and triples rates.  The singles and doubles rates are identical to the totals and reals rates.  The 
triples rate is specific to multiplicity counting. 
 The errors of the count rates in the INCC program presently are calculated from the 
observed fluctuations of the rates about their averages from repeated measurement runs. 
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XIII. MATRIX MATERIALS 
 
 In this section you will observe the effect of several matrix materials on the doubles (reals) 
count rate measured using a 252Cf source. 
 The matrix materials are sand, lead, low density polyethylene, and high density 
polyethylene.  They are contained in open-topped cans that have a tube in the center for holding 
the 252Cf source.  There is also an empty can to use as reference. 
 The top end plug should be in place for the measurements so that the neutron scattering is 
similar to the scattering when a plutonium sample is in the well. 
 Place the empty can with the 252Cf source inside into the sample cavity.  Rest the can on a 
spacer or lab jack so that the can is roughly centered vertically in the AWCC or is at least 4 
inches above the bottom plug in the HLNC.  Center the can radially. 
 In the INCC code, select “Rates only” under “Acquire”.  This is the measurement option 
that is used just to collect raw data and to calculate count rates and errors; nothing is done with 
the results in the program except to save them. 
 Enter the following data: 
 

Item id empty can 
Comment optional 
Count time (s) 15 
Number of runs 15 
Data source shift register 
Quality control (QC) tests on 
Print results as you like 

 
 Measure the source for 15 x 15 s and record your results in the following tables. 
 Repeat with the four cans that contain the matrix materials. 
 Normalize the doubles rates and errors to the results for the empty can. 
 

Detector type 
(HLNC or AWCC) 

 

 

Matrix Doubles rate (1/s) Normalized doubles rate (1/s) 

None (empty can) ± 1.000 

Sand ± ± 

Lead ± ± 

Low density poly ± ± 

High density poly ± ± 

 
 
 Study these results and try to explain the response to each of the matrix materials. In the 
table below compare your results with those from a group using the other type of detector. 
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Matrix 
Normalized doubles rates (1/s) 

HLNC AWCC 

None (empty can) 1.000 1.000 

Sand ± ± 

Lead ± ± 

Low density poly ± ± 

High density poly ± ± 

 
 
 Try to explain any differences you might find between the two detector types. 
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I.  INTRODUCTION TO PASSIVE NEUTRON ASSAY 
 
 In this session you will use the High Level Neutron Coincidence Counter (HLNC) to assay 
plutonium samples. 
 The principles of neutron coincidence counting are described in chapter 16 of the PANDA 
manual and the HLNC is described in chapter 17 of the PANDA manual. 
 The following three quantities are used frequently throughout this session: 
 
1. Effective 240Pu mass: the mass of 240Pu that would produce the same coincidence rate from 

spontaneous fissions as the actual sample; it is calculated from 
 

effective 240Pu = 2.52 238Pu + 240Pu + 1.68 242Pu, 
 
 where the Pu quantities are masses. 
 
2. Multiplication: the number of neutrons leaving a sample divided by the number of neutrons 

from spontaneous fissions and (alpha, n) reactions. 
 
3. Alpha:  the ratio of (alpha, n) neutrons to spontaneous fission neutrons. 
 
 The general idea in conventional passive neutron assay of plutonium samples is to determine 
the effective 240Pu mass from the doubles and singles rates and then to determine the Pu mass 
from the isotopic composition: 
 

Pu = (effective 240Pu) / (2.52 f238 + f240 + 1.68 f242), 
 
where fi is the weight fraction of isotope i. 
 
 The main problem with this is that the coincidence rate depends on the effective 240Pu mass, 
the multiplication, and the alpha value; this is because induced fissions produce coincidence 
counts.  Thus, in general, there are three unknown quantities: the effective 240Pu mass, the 
multiplication, and alpha.  In conventional coincidence counting, only two quantities are 
measured (the singles and doubles rates), so the multiplication or alpha value must be known or 
assumed to determine the Pu mass.  
 You will use the HLNC to assay Pu in two ways: by calibration curve and by known alpha 
multiplication correction.   
 The calibration curve method uses a calibration of coincidence rate vs. effective 240Pu mass. 
This method works well if the unknown samples have the same characteristics as the calibration 
standards.  Only one measured quantity is used (the doubles rate); the multiplication and alpha 
value are assumed to match the standards that were used to construct the calibration curve. 
 The known alpha method uses the ratio of the doubles rate to the singles rate to determine the 
neutron multiplication and then corrects the doubles rate induced fissions.  This method is also 
called the Ensslin-Boehnel multiplication correction technique or the two parameter analysis 
method.  It works well for pure materials for which the multiplication varies because of density 



 2 

or shape variations.  For example, for pure Pu metal samples, this method works much better 
than the calibration curve method.  Because this method uses two measured quantities to 
determine the multiplication and the Pu mass, the alpha value must be known.  Alpha is 0 for 
pure Pu metal and can be calculated for pure Pu oxide. 
 There are at least three other ways to perform assays with conventional coincidence counting: 
 
1. Known multiplication:  Here it is assumed that alpha is unknown, but that the multiplication 

is determined by the sample mass and geometry. 
 
2. Self-interrogation:  Here it is assumed that the spontaneous fission neutrons are much fewer 

than the (alpha, n) neutrons (infinite alpha). 
 
3. Add-a-source:  Here a 252Cf source is temporarily added to the sample cavity to determine a 

correction for the effect of moderation in the sample (developed for drum measurements). 
 
These three techniques will not be covered in this course. 
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II.  SETUP 
 
  In this section you will set up the HLNC for measurements of plutonium samples.  You 
will also set up the neutron coincidence counting program INCC for HLNC measurements. 
 Connect the three cables—HV, +5 V, and signal—between the HLNC and the coincidence 
electronics package.   
 Connect the computer to the coincidence electronics with the serial cable and to the printer 
with the printer cable. 
 Connect all the power cords and turn the system on. 
 Start the INCC program. 
 Select “View | Maintain” to set the INCC code to maintenance mode. 
 Select “Maintain | Facility Add/Delete…” and add the facility. 
 Select “Maintain | Material Type Add/Delete…” and add a material type for plutonium oxide.   
Your instructor can specify what to call the material type. 
 Select “Maintain | Detector Add/Delete…” and add the detector.  Your instructor can specify 
what to call the detector.  Input the measurement parameters from the table below. 
 

HLNCC type 4 atm 10 atm  
Shift register type JSR-12 or AMSR JSR-12 or AMSR 

Shift register serial port   
predelay (microseconds) 4.5 1.5 

gate (microseconds) 64 64 
HV (V) 1680 1770 

Die away time (µs)   
Deadtime coefficient A (1e-6) 0.6 0.78 
Deadtime coefficient B (1e-12) 0.2 0.025 

Deadtime coefficient C 0 0 
Multiplicity deadtime 0 0 

Other parameters not used here not used here 
 Select “Setup | Facility/Inspection” and select your HLNC detector.  Make sure that the 
detector type and electronics id are correct. 
 Select “Maintain | Calibration | Analysis Methods.” Select the plutonium oxide material type 
as the material type.  Select “Calibration curve” and “Known alpha” in the “Passive” column as 
your analysis methods; deselect all other analysis methods. 
 Select “Known alpha” as the normal analysis method and “Calibration curve” as the backup 
analysis method.  The known-alpha verification result will be the primary verification result 
unless it differs by more that 3σ from the calibration-curve verification result, in which case the 
calibration-curve verification result is the primary result. 
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III.  BACKGROUND MEASUREMENT 
 
 In this section you will measure the room background singles and doubles rates that will be 
subtracted from all the measurements that follow in this session on passive neutron assay.   
 Remove any sources in or nearby the HLNC to at least 3 m away. 
 Select “Acquire | Background” 
 Enter a user id and some comment. 
 Select “Shift register” as the data source. 
 Select “QC tests”— i.e., turn the quality-control tests on.  These tests are  
  
 (1)  the raw data consistency test for MSR4 and PSR electronics packages 
 (2)  the accidentals/singles test, and 
 (3)  the outlier test. 
 
  Select “Print results” so that the results are printed at the end of each measurement.  (You 
can also print later under “Report | Background”). 
 Enter 15 runs of 20 s each -- i.e., 15 x 20 s -- and click “OK”. 
 Select “Passive” as the well configuration. 
 Click ‘OK” and wait for the data. 
 Record your results in the table below. 
 

Background singles rate (1/s)  

Background doubles rate (1/s) ± 

 
 The doubles rate should be less than 1 count/s.  If it is not, there may be an electronics 
problem with your system or an external source close to your counter. 
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IV.  EFFECTS OF MATRIX MATERIALS -- CONFIRMATORY 
MEASUREMENTS 

 
 In this section you will measure the singles and doubles rates for several plutonium samples 
that have the same Pu mass and isotopic composition, but that have either different chemical 
composition (e.g., PuO2 and PuF4) or contain matrix materials such as MgO.  You might see 
that—if the material form is not known in advance—the singles rate is a poor measure of the Pu 
mass; the doubles rate, while better than the singles rate, is also not an accurate measure of the 
Pu mass.   
 The samples all have 10 g Pu and an effective 240Pu mass of 0.564 g.  The isotopic 
composition (~1970 values) is: 
 
 

Isotope Weight percent 
238Pu 0.012 
239Pu 94.138 
240Pu 5.584 
241Pu 0.248 
242Pu 0.018 

 
 The material forms are shown in the following table. 
 

Sample id Material form 
86-000 PuO2 

87-000 PuO2 + aluminum powder 

88-000 PuO2 + MgO 

91-000 PuF4 
 
 Place one of the samples in the HLNC on an empty can such that the sample is about 4 inches 
above the bottom end plug and is centered in the cavity. 
 Select “Acquire | Rates Only” enter the item id and some comment, and measure the sample 
for 15 x 20 s. 
 Enter your results in the table below. 
 Repeat the measurement for the other 3 samples. 
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Sample id Singles rate 
(1/s) 

Doubles rate 
(1/s) 

Doubles rate 
error (1/s) [1 σ] 

Doubles rate 
error (%) [1 σ] 

86-000     

87-000     

88-000     

91-000     

 
 Refer to Table 11-5 in the PANDA manual and relate the singles rates you observed to the 
(alpha, n) yields for various light elements from the table. 
 Explain the behavior of the doubles rates and errors. 
 If time permits, there are other impure samples that can be measured. 
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 V.  CALIFORNIUM REFERENCE MEASUREMENT 
 
 The purpose of the 252Cf reference measurement is to determine the doubles rate for the 252Cf 
reference source at the time of calibration.  This reference rate is then used to check the HLNC at 
any future time to ensure that the instrument is working correctly. 
 Select one of the 252Cf neutron sources as your reference source. 
 Mount this source on the standard HLNC source-holding rod. 
 Insert the source and rod into the hole in the top end plug.  The source is now positioned in 
its standard counting location. 
 Select “Acquire | Initial Source” and select “Use Cf252 source doubles rate for normalization 
test.”  Enter the source id and measure for 15 x 20 s. 
 Record your result in the table below. 
 

Source id Doubles rate (1/s) 

 ± 
 
 Select “Maintain | Normalization Setup” and select “Use Cf252 source doubles rate for 
normalization test,” Verify that the 252Cf source id., the reference doubles rate and error, and the 
reference date have been stored correctly. 
 You are now set up to do normalization tests at any time with your reference 252Cf source. 
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VI.  CALIBRATION MEASUREMENTS 
 
 In this section you will perform calibration measurements on samples of pure plutonium 
oxide.  The goal is to obtain the calibration data that will be used in the next section to construct 
calibration curves for the assay of pure plutonium oxide. 
 Two calibration curves will be generated—one for the passive calibration curve analysis 
method and one for the known alpha analysis method.  For the passive calibration curve method, 
doubles rate is plotted vs. effective 240Pu mass.  For the known alpha analysis method, the 
doubles rate corrected for neutron multiplication is plotted vs. effective 240Pu mass. 
 The known alpha method assumes that the chemical composition of the sample is known, so 
that the alpha value can be calculated from the isotopic composition and the known (alpha, n) 
yields for the various isotopes.  The equation for alpha for pure plutonium oxide is shown in the 
PANDA manual as Eq. 16-35. 
 Once the alpha value is known, the doubles rate can be corrected for neutron multiplication 
using the Ensslin-Boehnel formalism described in section 16.8.4 of the PANDA manual.  The 
corrected doubles rate is just the doubles rate from spontaneous fission, so the known alpha 
calibration curve is a straight line.  [If you double the Pu mass, the spontaneous fission rate 
doubles also.] 
 The plutonium standards that you will use to construct the calibration curves are described on 
an accompanying data sheet that you will get from your instructor, who will specify which 
standards to use for the calibration procedure. 
 In the INCC code the multiplication-correction procedure requires two constants: the alpha 
weight and the rho-zero value.  The alpha weight is a weighting factor for the alpha value 
calculated for pure plutonium oxide from the isotopic composition; the alpha weight is 1 for pure 
Pu oxide and 0 for pure Pu metal.  Rho-zero is the doubles-to-singles ratio for a nonmultiplying 
sample of pure 240Pu and is used in the multiplication-correction calculation.  Rho-zero is the 
same as R0/T0 in section 16.8.4 in the PANDA manual.   
 Select “Maintain | Calibration | Known Alpha” and select the “Material type” as “plutonium 
oxide.”  Enter the following parameters: 
 

Alpha weight 1 
Rho-zero (4 atm) 0.103 
Rho-zero (10 atm) 0.1927 
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 Place the first standard in the HLNC on an empty can so that the standard is centered radially 
in the sample cavity and is raised about 10 cm above the bottom plug.  All samples will be 
measured in this position unless otherwise specified. 
 Select “Acquire | Calibration Measurements” and enter the following data: 
 

Material type “Pu oxide” 
Item id from the data sheet 

Pu mass (g) from the data sheet 
Isotopics see below 

Count time (s) 30 
Mode Use number of cycles 

Number of cycles 20 
QC tests on 

Print results on 
Data source shift register 

 
 To enter isotopics, select “Isotopics” and select “Add new isotopics data set”.  
Enter the isotopics id and isotopic composition from the data sheet.  Select “OD” 
(operator declared)  as the isotopics source code. 
 Measure the standard for 20 x 30 s and record your results in the table below.  The INCC 
program calculates the effective 240Pu mass and the corrected doubles rate for you. 
 Repeat the calibration measurements for 4 more standards.  To save time your instructor can 
supply you with additional measures to be read into the INCC program. 
 

 
Sample id 

Effective 240Pu  
mass (g) 

 
Doubles rate (1/s) Corrected doubles rate (1/s) 

  ± ± 

  ± ± 

  ± ± 

  ± ± 

  ± ± 
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VII.  CALIBRATION CURVE 
 
 In this section you will obtain two calibration curves from the calibration data points you 
obtained in the last section -- one for the passive calibration curve analysis method and one for 
the known alpha analysis method. 
 Select “Maintain | Calibration | Deming Curve Fitting.” 
 Select “Fit verification calibration data.” 
 Select “Pu oxide” as the material type. 
 Select “Passive calibration curve” as the analysis method. 
 Select curve type “D = a + b*m + c*m^2 + d*m^3.” 
 Select the data sets you want to use for the calibration curve fit from the list presented; 
normally this will be all data sets acquired in the previous section. 
 Click “OK” and the Deming fitting program will start preloaded with your calibration data. 
 Select “y = 0 + b*x + c*x^2” as the curve type to fit -- i.e., choose a quadratic polynomial and 
force the calibration curve through the origin. 
 Click on “FIT.”  The equation will be fitted to your calibration data, the calibration curve will 
be plotted, and the coefficients and errors will be displayed. 
 Select “Print” under “File” to get a printout of your data, the fitting parameters, and a plot. 
 Click “OK” to return to the INCC program.  The calibration parameters will be transferred to  
INCC automatically. 
 Select “Maintain | Calibration | Passive Calibration Curve” and verify that the parameters 
have been transferred correctly. 
 Select “Print calibration parameters”.  This will give you another copy of the parameters 
together with the detector parameters that were used for the data acquisition. 
 Now repeat the curve-fitting procedure for the multiplication-corrected doubles rates.  
Proceed as above, except select “Known alpha” as the analysis method and select “y = 0 + b*x” 
as the curve type in the Deming program.  When you are returned to the INCC program, select 
“Maintain  | Calibration | Known Alpha” to verify that your calibration parameters have been 
transferred correctly. 
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VIII.  ASSAY OF PURE PU OXIDE - VERIFICATION MEASUREMENT 
 
 In this section you will use your calibration curves to assay a sample with the same item type 
that you used for the calibration measurements. 
 Select a pure Pu oxide sample from the data sheet that wasn’t used for the calibration. 
 Place the sample in the HLNC in the usual position—centered radially and raised 10 cm 
above the bottom plug. 
 Select “Acquire | Verification” and enter the following data: 
 

Material type “Pu oxide” 
Item id from data sheet 

Declared Pu mass from data sheet 
Count time (s) 30 

Mode Use number of cycles 
Number cycles 15 

QC tests on 
Print results on or off 

Inventory change code blank 
I/O code blank 
Isotopics from data sheet 

Data source “shift register” 
 

Sample id  

 
 

Quantity 
Value: 

Calibration curve method 
Value: 

Known alpha method 
Doubles rate (1/s) ± ± 

Multiplication *******************  

Alpha *******************  

Assay Pu mass (g) ± ± 

Declared Pu mass (g)   

Declared - assay mass (g) ± ± 

% difference [(D-A)/D•100] ± ± 
standard deviations 

difference   

 
 Because your assay sample is the same item type as your calibration curve standards, your 
assay mass should agree with the declared mass within 3 standard deviations. 
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IX.  EFFECT OF POSITION 
 
 The purpose of this section is to determine the sensitivity of the assay mass to the sample 
position in the detector. 
 Use one of the standards that you just measured. 
 Place the sample on the bottom end plug. 
 Select “Acquire | Verification,” select the sample id and measure for 15 x 30 s. 
 Enter your results for the passive calibration analysis method in the table below. 
 

Sample id  

Declared Pu mass (g)  

Assay Pu mass (g) ± 

Declared - assay Pu mass (g) ± 

% difference [(D-A)/D•100] ± 

standard deviations difference  

 
 If the difference is more than 3 standard deviations and more than 1%, explain why the 
difference occurs.  (The vertical count rate profiles for the HLNC are shown in Fig. 17.7 of the 
PANDA manual.) 
  
 Estimate how accurately a sample must be positioned in the HLNC to keep the positioning 
error to about 1%. 
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X.  EFFECT OF MODERATION 
 
 In this section you will study the effect of adding neutron moderating material to the sample.  
 Use one of the larger standards that you just measured. 
 Place a polyethylene shield around the sample to represent a heavy plastic bottle or heavy 
plastic bags. 
 Position the sample about 10 cm above the bottom end plug and centered radially in the 
sample cavity. 
 Select “Acquire | Verification” select the sample id and measure for 15 x 30 s. 
 Enter your results in the table below. 
 

Sample id  

Declared Pu mass (g)  

 
 

 
Quantity 

Value: 
Calibration Curve Method 

Value: 
Known Alpha Method 

Declared Pu mass (g)   

Assay Pu mass (g) ± ± 

Declared - assay Pu mass (g) ± ± 

% difference [(D-A)/D•100] ± ± 

standard deviations difference   

 
 If either difference is more than 3 standard deviations, explain why the change occurs. 
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XI.  ASSAY OF STACKED CANS OF PURE Pu OXIDE 
 
 The purpose of this section is to show how the known alpha analysis method can assay a pure 
plutonium oxide sample that has a different geometry than the calibration standards.  You will 
assay two of the large standards in a stack.  This differs from the calibration in two ways: 
 
 1. The mass of the stacked samples is outside the calibration range. 
 2. The neutron multiplication of the stacked samples is higher than the multiplication of the 

individual samples. 
 
 Both of these differences will cause problems for assay using the passive calibration curve 
method, but— because alpha is known— the multiplication-correction technique should work 
well. 
 Place the two largest Pu oxide standards in the HLNC in a stack centered radially and resting 
on an empty can about 10 cm high. 
 Select “Acquire | Verification” enter the sample ids, total declared Pu mass, and isotopic 
composition (use the composite isotopic feature in INCC for samples with different isotopic 
compositions).  Measure for 15 x 30 s and enter your results in the table below. 
 

Sample ids  

 
 

Quantity Value: 
Calibration curve method 

Value: 
Known alpha method 

Multiplication *******************  

Alpha *******************  

Assay Pu mass (g) ± ± 

Declared Pu mass (g)   

Declared - assay mass (g) ± ± 

% difference [(D-A)/D•100] ± ± 
standard deviations 

difference   

 
 Compare the assay accuracies from the two analysis methods. 
 



 15 

 XII.  ASSAY OF IMPURE Pu OXIDE 
 
 In this section you will see how the presence of impurities in Pu oxide samples can bias the 
assays by both passive calibration curve and known alpha analysis methods.  Alpha particles 
from Pu decay react with impurities by way of (alpha, n) reactions to produce extra neutrons.  
These neutrons in turn induce fissions and increase the coincidence rate. 
 The passive calibration curve method assumes that the assay samples have the same 
multiplication and alpha values as the standards.  The known alpha method assumes that the 
assay samples are pure so that alpha can be calculated.  For impure samples, both of these 
assumptions are wrong and biases result.  For very impure samples, the bias can be as large as a 
factor of 2.  The sample that you will measure has slight impurities and therefore a small bias. 
 Place the impure Pu oxide sample in the HLNC on an empty can about 10 cm high and center 
it radially in the cavity. 
 Select “Acquire | Verification” enter the sample id, declared Pu mass, and isotopic 
composition. 
 Measure the sample for 15 x 30 s and enter your results in the table below. 
 

Sample id  

 
 

Quantity Value: 
Calibration curve method 

Value: 
Known alpha method 

Multiplication *******************  

Alpha *******************  

Assay Pu mass (g) ± ± 

Declared Pu mass (g)   

Declared - assay mass (g) ± ± 

% difference [(D-A)/D•100] ± ± 
standard deviations 

difference   

 
 Decide if there is evidence for bias in these assay results and, if so, whether the bias is in the 
right direction to be the result of impurities. 
 If this assay sample truly were an unknown, draw your best conclusion about the sample’s Pu 
mass from your assay results. 
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XIII.  PLOTTING AND PRINTING RESULTS 
 
 In this section you will plot and print your calibration data, your calibration curves, and your 
assay data. 
 Select “Report | Plot Calibration and Verification Results”. 
 Select your material type (“Pu oxide”) and one of your analysis methods (“Passive calibration 
curve”).  Also select “Print plot of calibration and verification results.” 
 Select all of your assay results to plot. 
 Observe your assay results relative to the calibration data points and calibration curve. 
 Repeat with your other analysis method (“Known alpha”). 
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XIV. NORMALIZATION MEASUREMENT 
 
 The purpose of this section is to perform a normalization measurement to be certain that the 
detector is still performing as it did at the time of calibration.  There is little chance of a problem 
developing over a few hours time, but normalization tests are very important for checking 
instrument performance over periods of months or years or after shipping and reassembly. 
 Mount your reference 252Cf source on the standard source rod and insert it into the hole in the 
top plug of the HLNC. 
 Select “Acquire | Normalization” and measure the source for 15 x 30 s. 
 Record your results in the table below. 
 

Source id  

Doubles rate (1/s) ± 
Expected/measured 

doubles rate ± 

Pass/fail  

 
 The normalization test will fail if the new normalization constant differs from 1 by more than 
3 standard deviations and by more than 4%; these limits are the default values under “Maintain | 
Normalization Setup “Use Cf252 source doubles rate for normalization test.” 
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I. INTRODUCTION TO PASSIVE NCC 
 
 Today and tomorrow will provides a basic introduction to the principles of neutron coincidence 
counting, and how this technique differs from neutron totals and neutron multiplicity counting.  
Additional information on the principles of neutron totals and neutron coincidence counting is found in 
Chapters 14 and 16 of the book on Passive Nondestructive Assay of Nuclear Materials. 
 
 Neutrons emitted by nuclear materials are much more penetrating than gamma-rays, and can 
therefore be used for quantitative nondestructive assay even if the samples are very large and dense.  
However, the neutron assay is subject to other matrix effects, which may increase or decrease the 
observed neutron response. 
 
 Historically, neutron totals counting was the first application of passive neutron counting.  It has 
been used successfully for pure Pu metal of known shape, uranium hexafluoride, and some forms of 
fresh uranium fuel rods.  However, neutron totals counting cannot distinguish neutrons from 
spontaneous and induced fission from those emitted in (,n) reactions. 
 
 Neutron coincidence counting was developed to provide a time-correlated signature that 
uniquely identified the bursts of neutrons emitted during spontaneous fission, and eliminated the 
background of random neutrons from (,n) reactions.  This technique is used successfully on a wide 
variety of materials, but often requires a non-linear calibration curve or a self-multiplication correction 
to deal with the effects of short induced fission chains in the sample. 
 
 Neutron coincidence counting measures spontaneous fission neutrons from the three even 
isotopes of Pu.  We define “240Pu effective mass” as the mass of 240Pu that would produce the same 
coincidence rate from spontaneous fissions as the actual sample; it is calculated from 
 
   240Pu effective mass  =   2.52 238Pu + 240Pu + 1.68 242Pu. 
 
As in calorimetry, gamma-ray spectroscopy or destructive analysis is also needed to determine the Pu 
isotopic composition and thereby obtain the total Pu mass indirectly.  In passive neutron coincidence 
assay of Pu, the total Pu mass is then given by 
 

Pu = (effective 240Pu) / (2.52 f238 + f240 + 1.68 f242), 
 
where fi  is the weight fraction of isotope i. 
 
 We also define “multiplication” to be the number of neutrons leaving a sample divided by the 
number of neutrons from spontaneous fissions and (, n) reactions.   The ratio of (, n) neutrons to 
spontaneous fission neutrons is defined by the variable “.”   When self-multiplication and (,n) 
reactions are both present, the coincidence rate depends on the effective 240Pu mass, the self-
multiplication, and the (,n) reaction rate; this is because induced fissions produce coincidence counts.  
Thus, in general, there are three unknown quantities: the effective 240Pu mass, the multiplication M, and 
.  In conventional coincidence counting, only two quantities are measured (the singles and doubles 
rates), so the M or  value must be known or assumed to determine the Pu mass.  If the standards used 
to calibrate the instrument are representative of the items to be measured, then one can assume that the 
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M or  value are the same and an accurate assay value will be measured.  When one of these values is 
not well known, the assay will be inaccurate.  Or, multiplicity counting can be used to measure all three 
unknowns and (in most cases) obtain a much more accurate result.  
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II. INTRODUCTION TO MULTIPLICITY COUNTING 
 
 For an introduction to neutron multiplicity counting, see the Application Guide to Multiplicity 
Counting. 
 Today you will set up a multiplicity counting system at the same time that you setup for the 
coincidence counting experiments.  You will measure multiplicity distributions and calculate the singles, 
doubles, and triples counts.  Multiplicity distributions from several sources will be measured and 
compared.  You will determine the gate fractions needed for multiplicity analysis.  Finally, you will 
observe the variation in the triples/doubles with source type. 
 Multiplicity electronics are an extension of the shift register coincidence electronics.  The major 
difference is that—when a neutron opens a real-plus-accidental and an accidental gate—the numbers of 
neutrons in the gates are stored as the gate multiplicities.  This produces two multiplicity distributions—
one for the real-plus-accidental gate and one for the accidental gate.  Each distribution contains the 
number of times each multiplicity occurred in the corresponding gate.  The table below shows a typical 
multiplicity distribution.  In the measurement that produced these data, e.g., there were 486 times that 5 
neutron pulses were found in the real-plus-accidental gate. 
 
 

 
Multiplicity 

Counts (real + 
accidental gate)  

 
Counts (accidental 

gate) 
0 778064 853097 
1 363824 351674 
2 115101 72554 
3 25372 9889 
4 4134 1006 
5 486 66 
6 46 5 
7 2 0 

 
 
 For a purely random pulse stream, the two distributions are the same within statistical errors.  For a 
correlated pulse stream, the real-plus-accidental distribution has more high-multiplicity events than the 
accidental distribution.  The two distributions can be analyzed to obtain the number of correlated double, 
triple, and quadruple pulses, etc.  The term “doubles” means the number of correlated pulse pairs in the 
pulse stream; “triples” means the number of correlated triplets.  “Singles” means the total number of 
neutrons counted. In practice, triple events are usually the highest correlations that can be obtained with 
reasonable statistical precision.  A standard shift register circuit determines the singles and doubles, but 
can’t determine the triples. 
 Neutron source distributions are the probability distributions for the emission of source neutrons per 
event; an event can be, e.g., a spontaneous fission followed by induced fissions.  The table below shows 
the distribution for 1) the spontaneous fission of 240Pu and 2) the spontaneous fission of 240Pu and the 
induced fission of 239Pu with a multiplication of 1.05 (i.e., the induced fissions increase the neutron 
output by 5%—a typical value for a few hundred grams of plutonium oxide). 
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Source multiplicity 

 
Probability 

(240Pu spontaneous 
fission) 

Probability 

(240Pu spontaneous fission +
239Pu induced fission: 
multiplication = 1.05) 

0 0.0655 0.0655 
1 0.2319 0.2272 
2 0.3289 0.3185 
3 0.2514 0.2420 
4 0.1015 0.1007 
5 0.0184 0.0249 
6 0.0024 0.0098 
7 0 0.0054 
8 0 0.0030 
9 0 0.0014 
10 0 0.0006 
11 0 0.0003 
12 0 0.0002 
13 0 0.0001 

>13 0 trace 
 
 
The higher source multiplicities for the sample with neutron multiplication produce a higher coincidence 
gate multiplicity and therefore a higher triples rate.   
 
The singles, doubles, and triples rates (S, D, and T, respectively) are given by the equations 
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where 
 
 F  =  the rate of source events 
 
  = efficiency 
 M = multiplication 
 
 = ratio of (,n) neutron to fission neutrons 
 
 fd, ft = double and triple gate fractions 
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 s1, s2, s3 = 1st, 2nd, and 3rd factorial moments of the source distribution 
 
The gate fractions account for the fact that the real-plus-accidental gate is not open long enough to count 
all the correlated neutrons. 
 
The factorial moments of the source distribution are known functions of the neutron multiplication and 
alpha [the (, n) to spontaneous fission neutron ratio].  These relationships allows the neutron 
multiplication, alpha, and the effective 240Pu mass to be obtained from the measured singles, doubles, 
and triples rates if the efficiency and the two gate fractions are known. 
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III. INTRODUCTION TO LABORATORY WORK 
 
 In this first session you will set one of the four counting systems.  Then you will measure 
multiplicity distributions and calculate the singles, doubles, and triples counting rates.  We will 
then measure and compare multiplicity distributions from several sources.  From these 
measurements, you will determine the parameters needed for conventional coincidence and 
multiplicity analysis.  You will observe the variation in the triples/doubles with source type, 
investigate the effect of matrix materials, study counting-statistics errors, and make an initial 
source measurement. 
 
IV. SETUP 
 
 In this section you will set up your detector for multiplicity measurements.  The Advanced 
Multiplicity Shift Register (AMSR) electronics package provides the high voltage (HV) for the 
3He neutron detector tubes and the +5 V for the Amptek amplifier-discriminator circuits in the 
detector.  Connect the HV and + 5 V cables to the AMSR and the detector. 
 Connect the signal cable from the detector to the AMR and the serial cable from the AMSR 
to the computer. 
 Turn on the power to the coincidence electronics and the computer. 
 See the INCC Users Manual for details on the INCC features.  This manual is available in 
hard copy or from the “Help” option on the INCC main menu after installation. 
 Start the INCC program and select “View | Maintain” to set INCC to maintenance mode. 
 Select “Maintain | Facility Add/Delete” and add the facility “LANL” with description “Los 
Alamos Nat. Lab.” 
 Select “Maintain | MBA Add/Delete” and add the MBA “MBA1” with description “First 
MBA.” 
 Select “Maintain | Detector Add/Delete,” add your detector from the following table; use the 
AMSR serial number or barcode number for the electronics id. 
 

Detector id Type 
ENMC/001 ENMC 
5RMC/001 5RMC 
3RMC/001 3RMC 
AWCC/001 AWCC 
HLNCC/001 HLNC 

PSMC 10/001 PSMC 
M_ENMC miniENMC 

   
 
 Enter the parameters from the table below.  Ask your instructor what COM PORT your 
computer is configured to use.  Also ask your instructor for the recommended predelay, gate 
length, and operating high voltage for your detector and for an estimate of the detector die-away 
time. 
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Detector 
Pre Delay 

(s) 
Gate Width 

(s) 
High Voltage 

(V) 
Die Away 

(s)
Efficiency 

(%) 
HLNCC 3 64 1680 43 17.1 
AWCC 3 64 1680 51 32.8 
5RMC 3 64 1680 55.2 54.0 

PSMC-10 3 46 1680 39 54.0 
3RMC 3 64 1680 54 42.2 
ENMC 1.5 24 1720 21.8 64.2 

miniENMC 1.5 24 1720 19.2 61.9 

Note:  Set all others parameters to zero. 
 
 Select “Maintain | Material Type Add/Delete”.  Click on “Add Material Type” and add 
“PuOX” as a material type. 
  
 Select “Setup | Facility/Inspection” and select your facility, MBA, and detector.  Under 
“Optional results to display,” add “Summed raw coincidence data” and “Summed multiplicity 
distributions” to the checklist. 
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V.  SINGLES, DOUBLES, AND TRIPLES COUNTS 
 
 In this section you will use a 252Cf source to measure multiplicity distributions and to 
calculate the singles, doubles, and triples counts. 
 Place a weak 252Cf source at the center of your sample cavity. 
 Select “Acquire | Rates Only.” 
 Enter the following parameters: 
 

Item id 252Cf source id 
Comment as you like 

Count time (s) 10 
Mode Use number of cycles 

Number of cycles 1 
QC tests on 

Print results on 
Data source Shift register 

 
 Measure the 252Cf source for 10s and enter your results in the table below. 
 Complete the multiplicity table and calculate the singles, doubles, and triples counts.   
 Note carefully that the normal shift register data (totals, reals + accidentals, and accidentals) 
can be calculated from the multiplicity distributions.  The sum of the accidentals counts (Qn) is 
approximately the same as the total counts from the normal shift register data.  The sum of the 
accidental counts weighted by the multiplicity (nQn) is approximately the same as the accidental 
coincidence counts from the normal shift register data.  Similarly, the sum of nPn is exactly the 
same as the real-plus-accidental coincidence counts. 
 The AMSR operates with fast accidental sampling.  The accidental gate is sampled at the 
shift register clock frequency (4 MHz) rather than at the input pulse rate.  At the end of the 
measurement the accidental counts are normalized by the factor (input pulse rate)/(4 MHz).  The 
purpose of fast sampling is to reduce the counting-statistics error.  If the input pulse stream 
sampled the accidental gate, then the sum of the Qn  and nQn would agree exactly with the total 
and accidental counts, respectively. 
 The INCC code includes a checksum test that does a comparison of the normal and 
multiplicity shift register data.  If this test fails, the data are not further processed, because it 
indicates an electronic failure.  (However, for special tests and measurements, the checksum test 
can be turned off under “MaintainQC and Test Parameters.”) 
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Multiplicity Data Sheet 
 

Source id  

Detector id  

 

Measurement time (s)  

Total counts  

Real-plus-accidental  
coincidence counts 

 

Accidental coincidence 
counts 

 

 

Multiplicity Reals + accidental gate Accidental gate 

(n) Counts (Pn) nPn n(n-1)Pn/2 Counts (Qn) nQn n(n-1)Qn/2 

0       

1       

2       

3       

4       

5       

6       

7       

8       

Sums       

 

Singles  Qn
n 0

max

   

 

Doubles  nPn
n 1

max

  nQn
n1

max

   

 

Triples 
n(n 1)

2
Pn

n 2

max

 
n(n 1)

2
Qn 

nQn
n 1

max



Qn
n 0

max



























n 2

max

 nPn  nQn
n1

max


n1

max


 


  

  



 10 

VI.  BACKGROUND, AmLi, AND 252Cf MEASUREMENTS 
 
 In this section you will measure room background, an AmLi source, and two 252Cf sources to 
compare the multiplicity distributions. 
 Remove any sources from the detector and vicinity for the background measurement. 
 Select “Acquire | Rates Only” and measure for 3 x 30 s.  Observe the multiplicity 
distributions and record the singles, doubles, and triples rates in the table below. 
 Repeat with an AmLi source, a medium yield 252Cf source, and a strong 252Cf source. 
 Select “Setup | Measurement Parameters” and change the gate length to 1024 s.  Then 
repeat the measurement of the strong 252Cf source and compare the multiplicity distributions with 
the previous ones for that source. 
 Set the gate length back to the previous value recommended for your detector. 
 Explain the observed behavior of the multiplicity distributions. 
 
 

Sample type Singles rate (1/s) Doubles rate (1/s) Triples rate (1/s) 

Background    

AmLi    

medium Cf    

strong Cf    

strong Cf (G=1024)    
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VII.  DEADTIME CORRECTIONS 
 

 In this section you will calculate deadtime correction factors for the singles, doubles, and 
triples count rates.  Especially at high neutron count rates, some of the neutron pulses are lost as 
a result of detector and electronic deadtime.  If two neutrons are captured too close together, their 
pulses overlap and appear as one pulse in the counting circuits.  These effects can occur in the 
3He tubes, in the preamplifier/discriminator circuits, in the OR-ing circuits that combine the 
pulses for input into the shift register coincidence electronics package, or in the shift register 
input circuit.  The shift register itself is inherently deadtime free, with no counts or events lost 
due to overlap or circuit paralysis.   
 Because of deadtime, the measured singles and doubles rates are smaller than they would be 
if no pulses were lost.  Experimentally it has been determined (by counting combinations of 
strong 252Cf and AmLi sources) that the singles and doubles rates can be corrected for deadtime 
according to the following equations: 
 

   S  Sm exp
Sm

4





 

 
   D  Dm exp Sm     , 
 
where  
 
  S  = true singles rate 
   
  D  = true doubles rate 
 
  Sm = measured singles rate 
 
  Dm  = measured doubles rate 
 
    = total deadtime coefficient = A + BSm 
 
where A and B are constants. 
 
The exponential terms above are called the deadtime correction factors. 
Deadtime parameter determination is a lengthy process.  Two methods are possible for 
determining the deadtime parameters.  The first method uses three or more different strength Cf 
sources and the D/S ratio.  The second method uses one Cf and AmLi for determining the A and 
B coefficients, but requires extreme care and scattering blanks.   
 The deadtime correction for the triples rate is too complicated for hand calculation except at 
the lowest count rates.  The deadtime-corrected triples rate is  
 
 T S S r C Sm m m m  exp( ) ( ) 2

71 10 , 
 
where 
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 m = multiplicity deadtime, 
 
 Sm = measured singles rate, 
 
 C = empirical deadtime coefficient, 
 

 r p q r qi i i i i i
ii

2
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127

2
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 ( ) , 

 
 pi  = probability of obtaining a multiplicity i in the real-plus-accidental gate, 
 
 qi = probability of obtaining a multiplicity i the accidentals gate, 
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 m

G
, and 

 
 G = gate length. 
 
 Similar equations can be written for the singles and doubles rates, but they are not used by 
the INCC code; the singles and doubles rates are corrected for deadtime in the INCC code as 
detailed in the empirical equations above.  This avoids the problem of having two sets of 
deadtime-corrected singles and doubles rates and has little practical consequence. 
 The deadtime coefficient C is used to provide additional deadtime correction for the triples 
rate.  The algorithms above, excluding the term containing C, are based on simplifying 
assumptions (e.g., that the pulse stream is random).  The coefficient C is determined 
experimentally to give the best deadtime correction.  It is important only at very high count rates 
and will be set to zero in these exercises. 
 The INCC code performs the deadtime correction for the triples rate using the multiplicity 
deadtime and deadtime coefficient C for the detector in use.  The easiest way to determine the 
multiplicity deadtime for your detector is to measure a weak 252Cf source and a strong 252Cf 
source.  A multiplicity deadtime coefficient is chosen so that the ratio of the triples rate to 
doubles rate is independent of the 252Cf source strength. 
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 You will now determine the deadtime correction factors for a weak and strong Cf source to 
give you an idea of the effect of deadtime.  Measure each source with the deadtime parameters 
set to zero and then reacquire the measurement with the deadtime parameters for your counter.  
The deadtime parameters are given in the table below.  Record the count rates and correction 
factors in the tables below. 
 

Detector A B C Mult 
ENMC 0.0954 0.0289 0 36.8 
3RMC 0.315 0.102 0 92.5 
5RMC 0.184 0.059 0 61.0 
HLNC 0.768 0.248 0 215 

PSMC-10 0.1515 0.0219 0 50.0 
AWCC 0.763 0.248 0 224 

miniENMC 0.1545 0.005968 0 38.6 
 
 

Source ID  

 S D T 

Uncorrected    

Deadtime corrected    

Correction factor    

 

Source ID  

 S D T 

Uncorrected    

Deadtime corrected    

Correction factor    

* The correction factor is the deadtime corrected rate divided by the uncorrected rate. 
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VIII.  DIE-AWAY TIME 
 
 Neutrons emitted by a source or sample in the sample cavity exhibit a roughly exponential 
die-away.  The probability (dp) for capturing a neutron in a 3He tube in a time dt is given 
approximately by 
 

 dp t dt 
1


exp( / ) , 

 
where t is the time from emission to capture and  is a constant called the detector die-away time. 
The probability (p) of detecting a neutron in the coincidence gate is thus 
 
 )]/exp(1)[/exp(  GWPp  , 
 
where P is the predelay and GW is the gate length. 
 
 Alternatively you may determine the die-away time of your detector from the measured 
doubles rates at two gate lengths. 
 
 The ratio of the doubles rate at a gate length of 64 s to the doubles rate at 32 s (for the 
same predelay and die-away time) is 
 

 
R

R
64

32

1 64

1 32


 
 

exp( / )

exp( / )




. 

 
 Solving this equation for  gives 
 

  
32

ln
R64

R32

1


 




. 

 
 Thus the measurement of the doubles rate at two gate lengths determines the detector die-
away time.  Gate lengths of 32 µs and 64 µs are suitable for detectors with die-away times of ~50 
µs.  For the ENMC and miniENMC use gate lengths of 16 µs and 32 µs, because the both 
counters have a short die-away time; then 
 

 
16

ln
R32

R16

1


 




 

 
 Put a medium strength 252Cf source near the center of the sample cavity with the end plugs in 
place.  Count the source for 10 x 30 s with a short gate and a long gate.  Calculate  and fill in the 
table below. 
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Detector id  

Short gate length (µs)  

Long gate length (µs)  

Doubles rate (1/s) [short gate]  

Doubles rate (1/s) [long gate]  

Die-away time (s)  

 
 Most detectors actually have several components to their die-away curves, because the 
distribution of polyethylene and 3He is not uniform throughout the detector.  Therefore, if you 
repeat the calculation of the die-away time with other gate lengths (say, 8 s and 16 s), you will 
get a somewhat different die-away time.  Gate lengths of 32 s and 64 s are usually used, 
because most detectors have die-away times between these values. 
 
 Another way to determine the die away time of the system is to measure a single source for a 
range of gate widths. 
 
 The die away time can be determined by fitting the data with the functional form of 
 
 D = Do * [1 – exp (-GW/τ)]. 
 
Select “setup | Measurement Parameters” and change the gate width to 8 µs.  Put a medium 
strength 252Cf in the counter.  Count the source for 10 x 30 s for each of the gate width and fill in 
the table below 
 

Detector id 

GW (µs) D 

8 ± 

16 ± 

32 ± 

64 ± 

128 ± 

256 ± 

 
Enter the data into the Deming Software and fit using y = A (1-exp [-Bx]) 
Calculate τ = 1/B and enter below 

 

Detector id:  

Die-Away times (µs)  
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IX.  EFFICIENCY 
 
 In this section you will determine the neutron detection efficiency of your detector for 252Cf 
neutrons by measuring the singles rate from a 252Cf source that has a known neutron yield. 
 The 252Cf source BB-997 was calibrated at the National Institute of Science and Technology 
(NIST).  The neutron yield (Y0) was measured to be 4.86  105 neutrons/s with an error of 1.4% 
(1 standard deviation) on 28 May 1995. 
 
252Cf has a half-life (T1/2) of 2.645 years, so the present yield (Y) is 
 
 Y  Y0  exp(ln(2) T / T

1 / 2
) , 

 
where T is the time from 28 May 1995 until now.  ln(2) = 0.6931. 
 Select “Acquire | Rates Only” and measure the room background for 15 x 20 s.  Record the 
singles rate in the table below. 
 Place the BB-997 source at the center of the sample cavity of your detector with the end 
plugs in place and measure it for 15 x 20 s.  (If BB-997 is not available, use a difference Cf 
source and scale the source yield by the relative strength of the sources.  Ask your instructor for 
this value.)  Record the singles rate in the table below.   
 The detector efficiency () is given by 
 

   singles rate -  background singles rate

source yield
. 

 
  

Source id Relative Strength 

Cf-7 0.455 

Cf-8 0.786 

BB-997 1.000 

A7-862 1.236 

A7-863 2.768 

Cf-10 3.387 

A7-864 6.706 

A7-865 11.625 

Cf-12 12.010 

A7-866 24.140 

A7-867 46.618 
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Complete the table below.  
 

Source id  

Source yield today (1/s)  

Singles rate (1/s) [Cf + bkgd]  

Background singles rate (1/s)  

Net 252Cf singles rate (1/s)  

252Cf efficiency  

 
 The efficiency of your detector for 240Pu spontaneous fission neutrons is slightly higher than 
that for 252Cf neutrons, because the average energy of the 240Pu neutrons is slightly lower than 
that for 252Cf.  An efficiency adjustment can be made based on Monte Carlo calculations 
performed for your detector.  This adjustment (typically ~2 %) will be ignored for these 
exercises. 
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X.  GATE FRACTIONS 
 
 In this section you will calculate the doubles and triples gate fractions from 252Cf source 
measurements. 
 Select “Acquire | Rates Only” and measure room background for 3 x 30 s or use the 
background measurement from the efficiency determination.  Record the singles rate in the table 
below. 
 Put a medium strength 252Cf source at the center of the sample cavity of your detector with 
the end plugs in place.  Select “Acquire | Rates Only” and count the source to a triples precision 
of 0.5%.  Set Max number of Runs = 20.  Record the count rates in the table below. 
 
 

252Cf source id  

Background singles rate (1/s)  

252Cf + bkgd. singles rate (1/s)  

Net 252Cf singles rate (1/s)  

252Cf doubles rate (1/s)  

252Cf triples rate (1/s)  

 
 
 From the equations for singles, doubles, and triples rates in the introduction to this session, 
the doubles and triples gate fractions for 252Cf are, 
 

 
S

D
f

S

S
D

2

12





  

 
and 
 

 
D

Tf
f

s

sD
T

3

23




 , 

 
where S, D, and T are singles, doubles, and triples rates,  is the efficiency, and s1, s2, and s3 
are the 1st, 2nd, and 3rd reduced moments of the 252Cf source distribution: 
 
 s1 = 3.757 
 
 s2 = 11.962 
 
 s3 = 31.761. 
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 Calculate the gate fractions using the efficiency for your counter that you measured earlier.  
Complete the table below and note that the square of the doubles gate fraction is close to the 
triples gate fraction, because two neutron pulses must be in the gate to produce a triple count. 
 
 

Detector id  

Efficiency  

Doubles gate fraction (fD)  

Triples gate fraction (fT)  

fD
2  

 
 For a purely exponential detector die-away, the doubles gate fraction would be 
 

 )/1(/  GePef D
 , 

 
where P is the predelay, G is the gate, and  is the die-away time.  Ideally, the triples gate 
fraction would be the square of the doubles gate fraction.  Use your measured value for  to 
calculate fD and fT: 
 
 

Predelay (s)  

Gate (s)  

Die-away time (s)  

Doubles gate fraction  

Triples gate fraction  

 
 
 Compare these estimated values for the gate fractions with those determined directly from 
the 252Cf source.  These values should be similar, but not the same. 
 The gate fractions determined from the singles, doubles, and triples rates depend on the 
simplified multiplicity model and the uncertainties in the nuclear data and the detector efficiency.  
The doubles and triples gate fractions determined from the singles and doubles rates from 252Cf 
is a good approximation to the gate fraction for 240Pu spontaneous fission.   
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XI.  RHO ZERO 
 
  Rho-zero is the doubles/singles ratio for a nonmultiplying sample of pure 240Pu.  
This value is used in the known- analysis method to solve for the multiplication of the sample. 
We will discuss this analysis method in more detail tomorrow.  Using the fact that the 
multiplication is 1 and alpha is 0 for a nonmultiplying sample of pure 240Pu, the doubles/singles 
ratio from the multiplicity equations is 
 

 0 
fDs2

2s1

, 

 
where 
 
 0 = rho-zero, 
 
  = efficiency, 
 
 fD = doubles gate fraction, and 
 

s1, s2 = 1st and 2nd factorial moments of the 240Pu spontaneous fission neutron  
 multiplicity distribution. 
 
 Calculate 0 for your detector by completing the table below using your measured values 
for  and fD. 
 

  

fD  

s1 2.154 

s2 3.789 

0  

 
 A somewhat better value for 0 can be obtained experimentally by measuring the singles 
and doubles rates for a series of small plutonium samples and then extrapolating the rates per 
gram to zero mass, but this is time consuming and requires a special set of plutonium standards.  
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XII.  TRIPLES/DOUBLES RATIOS 
 
 The purpose of this section is to determine the triples/doubles ratios for a 252Cf source and a 
small sample of plutonium for which the neutron multiplication is negligible.   
 If n neutrons are emitted in a fission, the triples counts are proportional to n(n-1)(n-2) and the 
doubles counts are proportional to n(n-1).  Thus, the triples/doubles ratio increases as n 
increases.   
 The average number of neutrons emitted by the spontaneous fission of 252Cf is about twice 
that for the spontaneous fission of 240Pu, so 252Cf has a higher triples/doubles ratio than 240Pu. 
 Place a small plutonium sample near the center of the sample cavity of your detector. 
 Select “Acquire | Rates Only,” measure the plutonium sample for 10 x 30 s, and enter your 
results below.  Ignore the error of the doubles rate. 
 
 

Pu sample id  

Doubles rate (1/s)  

Triples rate (1/s)  

Triples/doubles ratio  

 
 
 Copy the results from your measurement of the medium yield 252Cf source in the section 
“Background, AmLi, and 252Cf measurements” and calculate the triples/doubles ratio, ignoring 
the error of the doubles rate. 
 
 

252Cf source id  

Doubles rate (1/s)  

Triples rate (1/s)  

Triples/doubles ratio  

 
 
 Compare the triples/doubles ratios. 
 Neutron multiplication effectively increases the average number of neutrons per spontaneous 
fission, so the triples/doubles ratio increases as the neutron multiplication increases.  The 
triples/doubles ratio is a sensitive measure of neutron multiplication, as you will see in the 
session on multiplicity assay. 
 Select “Setup | Facility/Inspection” and remove “Summed multiplicity distributions” from 
the optional results to display. 
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XIII.  MATRIX MATERIALS 
 
 In this section you will observe the effect of several matrix materials on the doubles (reals) count 
rate measured using a 252Cf source. 
 The matrix materials are sand, lead, low density polyethylene, and high density polyethylene.  They 
are contained in open-topped cans that have a tube in the center for holding the 252Cf source.  There is 
also an empty can to use as reference. 
 The top end plug should be in place for the measurements so that the neutron scattering is similar to 
the scattering when a plutonium sample is in the well. 
 Place the empty can with the 252Cf source inside into the sample cavity.  Rest the can on a spacer or 
lab jack so that the can is about 10 cm above the bottom plug in the your counter.  Center the can 
radially. 
 In the INCC code, select “Acquire | Rates Only”.  This is the measurement option that is used just to 
collect raw data and to calculate count rates and errors; nothing is done with the results in the program 
except to save them. 
 Enter the following data: 
 

Item id empty can 
Comment optional 
Count time (s) 10 
Mode Use number of cycles 
Number of cycles 15 
Optional results to display all 
Quality control (QC) tests on 
Print results as you like 
Data source shift register 

 
 Measure the source for 15 x 20 s and record your results in the following tables. 
 Repeat with the four cans that contain the matrix materials. 
 Normalize the doubles rates and errors to the results for the empty can. 
 

Matrix Doubles rate (1/s) 
Normalized doubles 

rate (1/s) 

None (empty can)  1.000 

Sand   

Lead   

Low density poly   

High density poly   

 
 
Study these results and try to explain the response to each of the matrix materials.  
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XIV.  COUNTING STATISTICS/RANDOM ERROR (optional) 
 
 In this section you will observe the statistical fluctuations in a series of neutron 
measurements and will compare your observation with theory.  You will collect raw data from 
the AMSR front panel and calculate the coincidence (doubles) rate and error.  The AMSR will 
provide you with four numbers: (1) the count time, (2) the total counts, (3) the real-plus-
accidental coincidence counts (R+A), and (4) the accidental coincidence counts (A). 

The real coincidence counts are given by: 

R  (R A)  (A) . 

If the quantities (R+A) and (A) were independent counts obeying Poisson statistics, then  

(R) (R A) (A) . 

The quantities (R+A) and (A) are, however, correlated and neither quantity obeys Poisson 
statistics, therefore the error equation above is only an approximation that underestimates the 
true error by typically 5 to 40%, depending on the particular detector and source. 

For this exercise you will use the front panel of the AMSR. 
Set the AMSR to local mode. 
Check that the pre-delay and gate-width are appropriate for your counter. 
You will be using a 252Cf source on the sample-positioning rod. 
Set the count time to 10s.  Make 10 measurements of 10s each and record your results in the 
table below. 
 

Measurement (R+A) (A) R=(R+A)-(A) (R-Ravg)
2 

1     
2     
3     
4     
5     
6     
7     
8     
9     
10     
Sum     
Averge     
 
From measurement 1, estimate the standard deviation of R: 
 

)()()( AARR   

 
From the table, calculate Ravg, and then (R-Ravg)

2 for each of the 10 measurements.  Finally 
calculate the sample standard deviation: 
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Compare (R) and S(R); they should agree within a factor of 2. 
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XV.  INITIAL SOURCE MEASUREMENT 
 
 In this section you will make an initial source measurement to establish the reference doubles 
rate for use in future normalization measurements. 
 Select a medium strength 252Cf source to use as your reference source and place it in the 
center of the sample cavity with the end plugs in place. 
 Select “Maintain | Normalization Setup” and then choose “Use 252Cf source doubles rate for 
normalization test”.  Enter the 252Cf source id and change the precision limit from 0.3% to 0.5%.   
 Select “Acquire | Initial Source,” choose “Use measurement precision”, and set the precision 
to 0.5%.  Measure the source and record your results in the table below. 
 
 

Source id  

Measurement time(s)  

Reference doubles rate (1/s)  

Reference doubles rate error (1/s) [1]  

Reference date  

 
 
Select “Maintain | Normalization Setup” and “Use 252Cf source doubles rate for normalization 
test.”  Verify that the correct initial source data are stored there. 
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I.  INTRODUCTION 
 
 In this session you will use your setup from the previous section and the INCC code to 
perform calibration and verification measurements on pure plutonium oxide samples using 
conventional coincidence counting, known- and multiplicity analysis. 
 
Known  Method 
 The calibration procedure for the known- method is described in this section.   The method 
uses a linear calibration of the double coincidence rate, corrected for sample self-multiplication, 
vs. effective 240Pu mass.  The known- method assumes that the chemical composition of the 
sample is known, so that the  value (the ratio of (, n) neutrons to spontaneous fission neutrons 
in the sample) can be calculated from the isotopic composition and the known (,n) yields for 
the various isotopes.  
 
 For pure plutonium metal samples, =0.  For oxides and flourides, the (,n) reaction yields 
are summarized in the Passive NDA Manual.   From these yields, we can compute  for samples 
of pure plutonium oxide (with americium ingrowth) from the following equation: 
 
 

              
    

 
13400 381 141 13 2 0 2690

1020 2 54 169
238 239 240 241 242 241

238 240 242

f f f f f f

f f f
Am. . .

( . . )
.                     

 
 
The (,n) yield in other plutonium or uranium compounds, or in samples that contain other 
low-Z elements mixed in as impurities, can be computed from Eqs. 11-5 through 11-7 in the 
Passive NDA Manual. 
 
  Once the  value of a sample is known, the ratio of the observed doubles and singles 
rates can be used to correct the doubles rate for neutron multiplication.   This is done by 
defining a ratio  given by the following equation: 
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It is convenient to use this ratio because it is independent of detector efficiency, die-away 
time, and coincidence gate length.  The doubles and singles count rates should be corrected 
for background and electronic deadtimes.   The denominator, 0, is the observed doubles to 
singles ratio for a non-multiplying sample of pure 240Pu.  Rho-zero can be measured from 
experiments with small Pu samples or can be calculated from the multiplicity equations 
assuming a nonmultiplying sample.  Then the sample leakage multiplication M can be 
obtained by solving the following quadratic equation: 
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Finally,  S(corrected for multiplication) = S/M, 
   D(corrected for multiplication) = D/M. 
 
The corrected doubles rate is just the doubles rate expected from spontaneous fission, so the 
known- calibration curve is a straight line. 
 
Multiplicity Assay Method 
 In multiplicity counting, three quantities are measured (the singles, doubles, and triples rates) 
to determine three unknowns (the multiplication, the alpha value, and the effective 240Pu mass), 
so the Pu mass can be determined without knowing the multiplication or the alpha value in 
advance. 
 Multiplicity counters are very similar to conventional coincidence counters—they are 
thermal neutron well counters that use 3He tubes in polyethylene with Amptek amplifiers for 
neutron detection.  There are, however, three important differences: 
 
1. Detection efficiency:  The triples rate varies as the cube of the detection efficiency, so a high 

detection efficiency is used to get good statistical precision for the triples counts.  Typical 
efficiencies are 40 to 60%. 

 
2. Electronic deadtime:  The triples rate is more sensitive to electronic deadtime than the 

doubles and singles rates, so a low deadtime is desirable.  Multiplicity counters usually have 
20 or more Amptek amplifiers, compared to 6 in most conventional counters. 

 
3. Energy dependence:  The multiplicity analysis equations are derived on the assumption that 

all neutrons are detected with the same efficiency.  However, the detector efficiency is 
energy dependent and the energy of (alpha, n) neutrons depends on the element that reacts 
with the alpha particle.  Therefore, multiplicity counters are designed to have the detection 
efficiency as independent of energy as reasonably possible. 

 
 Multiplicity counters are used primarily for the assay of impure Pu samples for which the 
multiplication or alpha value can’t be determined in advance of the measurement. 
 The principal limitation of the counters is the statistical error in the triples count.  When the 
alpha value is large (say > 5) then long count times are required to get good precision.  However, 
for impure samples with unknown multiplication and alpha, the accuracy is usually much better 
than that of conventional assay techniques. 
 Refer to the three figures below.  They are plots of assay mass vs. declared mass for a 
number of Pu samples measured with a multiplicity counter and analyzed three ways:  calibration 
curve, known alpha, and multiplicity.  Some of these samples were pure oxide, but most were 
very impure.  The Pu masses of most samples were high enough that neutron multiplication was 
important.  The poor assay results for the calibration curve and known alpha techniques were 
caused by multiplication of an unknown number of (,n) neutrons.  The results for multiplicity 
analysis were much better because the multiplication and the alpha value could be determined by 
this counter. 
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For plutonium assay the multiplicity equations are 
 
 S  mFOvs1 f1      ,   (1) 
  

 D 
1

2
mFO

2 fds 2 f2      ,  (2) 

 
and 

 T 
1

6
mFOe3 ft s3 f3 ,  (3) 

 
where 
 
 S, D, T  =  singles, doubles, and triples rates, 
 m  =  effective 240Pu mass, 
 FO  =  240Pu spontaneous fission rate per unit mass of 240Pu  

    473.5 
1

s g
    ,  

 
   =  efficiency, 
 fd, ft  =  doubles and triples gate fractions, 
 
 si, s2, s3 = 1st, 2nd, and 3rd factorial moments of the 240Pu spontaneous fission 

neutron  multiplicity distribution: 
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  s1 = 2.154 
  s2 = 3.789 
  s3 = 5.211, 
 
and 
 
 f1, f2, f3 = multiplication factors to account for neutron multiplication and (,n) 

production. 
 
The multiplication factors are 
  
 f1  M 1      ,   (4) 
 

 f2  M2 1
M 1

 i1 1










s1 i2

s2

1  










    ,  (5) 

 
and 
 

 f3  M3 1
M 1

 i1 1











3s2 i2  s1 i3 1  
s3
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M 1

 i1 1











2
s1 i2

2

s3

1  











    ,  (6) 

 
 
where 
 
 M   = neutron multiplication,  
 
     = (,n) to spontaneous fission neutron ratio, 
and 
 
 i1, i2, I3 = 1st, 2nd, and 3rd factorial moments of the 239Pu induced fission neutron 

multiplicity distributions: 
 
  i1 =  3.163 
  i2 =  8.240 
  i3 =  17.321. 
 
 If , fd, and ft are known, then the measured values of S, D, and T determine the three 
unknowns:  M, , and m.  By eliminating M and  using Eqs. 1-6, a cubic equation for M is 
obtained: 
 
 a + bM + cM2 + M3 = 0,  (7) 
 
where 
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 a 
6Tvs 2  i1 1 

2 ftS s 2 i3 s 3 i2 
    ,                                                                                            8  

 

 b 
2D s3  i1 1 3s2 i2 
fdS s2 i3  s3i2 

    ,   (9) 

 

 c 
6Ds2i2

fdS s2i3  s3i2 
  -1    .  (10) 

 
After Eq. 7 is solved for M, 
 

 m 

2D

fd


M M 1  i2S

 i1 1

FOM2s2

     ,   (11) 

and 
 

  
S

mFOs1M
1     .   (12) 

 
 In the special case where  is known (e.g., pure plutonium oxide or metal), then S and D 
determine M and m; T is not needed.  This is called the known- solution.   The doubles/singles 
ratio for a nonmultipling sample containing only 240Pu (O) is, using Eqs. 1 and 2 with M=1 and 
=0, 
 

 O 
fds2

2s1

     .   (13) 

 
For a multiplying sample of plutonium, the doubles/singles ratio is, using Eqs. 1, 2, 4, 5, and 13, 
 

 
D

S
 O

f2

f1
     ,   (14) 

 

       OM
1

1 


M 1

i1 1










s1 i2

s2











     .  (15) 

 
When  is known, Eq. 15 can be solved for M.  Let 
 

 r 
D/S

O

1    (16) 

 
and 
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 k 
s1 i2

s2  i1 1 


2.154  8.240 
3.789  3.163 1 

 2.166     .  (17) 

 
Then Eq. 15 becomes 
 
 r  M 1 k 1   M  1    (18) 
 
or 
 
 k 1 M2  1 k 1   M  r  0    .  (19) 
 
Let 
 
 a1  k 1        ,   (20) 
 
and 
 
 b1  1 a1     .  (21) 
 
Then 
 

 M 
b1  b1

2 + 4a1r

2a1

    ,   (22) 

 
and from Eqs. 1 and 4 
 

 m 
S

FOs1 M 1  
     .   (23) 

 
 It has been common practice to perform known- assays by constructing a calibration curve 
of multiplication-corrected coincidence rate vs effective 240Pu mass, where the multiplication-
corrected coincidence rate is 
 

 Dc 
D

f2
     ;  (24) 

 
the multiplication factor f2 removes the effect of multiplication and from Eq. 2 produces a linear 
calibration curve of Dc vs m.  From Eqs. 14, 4, and 16, 
 

 f2 
D / S

O

f1  (25) 

 

      
D / S

O

M 1    (26) 
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       rM     .  (27) 
 
From Eq. 2 the theoretical slope of the multiplication–corrected calibration curve is 
 

 bO 
FO

2 fds2

2
     ;  (28) 

 
however, in practice, better results are obtained by fitting the straight line 
 

 Dc  bO
m   (29) 

 
to the multiplication–corrected doubles rates obtained from a set of standards, because the errors 
in parameters such as  and fd are “calibrated out.” 
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II.  SETUP 
 
 In this exercise you will be assaying plutonium samples using three analysis methods: 
calibration curve, known-alpha, and multiplicity.  The table below lists the detector parameters 
for the difference multiplicity counters used in the course.  For comparison enter the values that 
you measured yesterday in the table below. 
 Select “Setup | Measurement Parameters” and enter the parameters, as needed.   
 

Neutron Coincidence 
Counter 

Epithermal 
Counter 

Three-Ring 
Counter 

Five-Ring 
Counter 

PSMC 
Counter 

Measured 
Values 

Shift register type AMSR AMSR AMSR AMSR  

predelay (s) 1.5 3.0 3.0 3.0  

gate (s) 24 64 64 46  

High voltage (V) 1720 1680 1680 1680  

Deadtime coeff. A (1E-6) 0.0954 0.3150 0.184 0.1515  

Deadtime coeff. B (1E-12) 0.0289 0.1020 0.059 0.0219  

Multiplicity deadtime 36.8 92.5 61 50  

Doubles gate fraction 0.621 0.631 0.628 0.6142  

Triples gate fraction 0.404 0.414 0.409 0.3907  

Detection efficiency 0.642 0.422 0.54 0.56  

Die-away time (s)  22.5  54 s 55 s 39 s  

Rho Zero 0.353 0.265 0.297 0.323  
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III. BACKGROUND MEASUREMENT 
 
 In this section you will measure the room background singles, doubles, and triples 
rates that will be subtracted from all the measurements that follow in this session. 
 
Remove any sources in or nearby your detector to at least 3 m away. 
 
Select “Acquire | Background.” 
 
Enter a comment, if desired. 
 
Select “Shift register” as the data source. 
 
Select “QC tests”  i.e., turn the quality control tests on.  These tests are 
 1)  raw data consistency check 
 2)  accidentals/singles test, and 
 3)  outlier test. 
 
Select “Print results” so that the results are printed at the end of each measurement.  (You 
can also print the same thing later under “Reports”). 
 
Enter 10 cycles of 20 s each  i.e., 10 x 20 s. 
 
Click “OK.” 
 
Select “Passive” as the well configuration. 
 
Click “OK” and wait for the data. 
 
Record your results in the table below. 
 

Background singles rate (1/s)  

Background doubles rate (1/s)  

Background triples rate (1/s)  

 
The doubles and triples rates should be less than 1 count/s.  If they aren’t, there could be 
an electronics problem with your system. 
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IV. NORMALIZATION MEASUREMENT 
 
 In this section you will perform a normalization measurement to verify that your 
system is performing as it was at the time that you made the initial source measurement. 
 
Select “Acquire | Normalization.” 
 
Set the count time per cycle to 30 s. 
 
Select “Use Doubles measurement precision.” 
 
Set the precision to 0.5%,  Set minimum number of cycles to 10 and  maximum number 
of cycles to 20 runs. 
 
Start the measurement and wait for the results. 
 
Enter your results in the table below. 
 

Current normalization constant  

Expected doubles rate (1/s)  

Measured doubles rate (1/s)  

Doubles rate expected/measured  

New normalization constant  

 
 If the ratio of the expected to measured doubles rates is within three standard 
deviations or 4% of unity, the new normalization constant is set to 1; this is the normal 
procedure.  The test limits can be changed under “Maintain | Normalization Setup.” 
 If your system fails the normalization test (the new normalization constant is not 
1), then get help from your instructor to reestablish proper parameters for your system.  
The normalization constant should be 1 for the following exercises. 
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V. CALIBRATION-CURVE AND KNOWN-ALPHA CALIBRATION 
 
 In this section you will perform calibration measurements on samples of pure plutonium 
oxide.  The goal is to obtain the calibration data that will be used in the next section to construct 
calibration curves for the assay of pure plutonium oxide using the known-alpha and calibration 
curve analysis methods. 
 Two calibration curves will be generated—one for the passive calibration curve analysis 
method and one for the known-alpha analysis method.  For the passive calibration curve method, 
doubles rate is plotted vs effective 240Pu mass.  For the known-alpha analysis method, the 
doubles rate corrected for neutron multiplication is plotted vs. effective 240Pu mass. 
 The known-alpha method assumes that the chemical composition of the sample is known, so 
that the alpha value can be calculated from the isotopic composition and the known (, n) yields 
for the various isotopes.  The equation for alpha for pure plutonium oxide is shown in the 
PANDA manual as Eq. 16-35. 
 Once the alpha value is known, the doubles rate can be corrected for neutron multiplication.  
The corrected doubles rate is just the doubles rate from spontaneous fission, so the known-alpha 
calibration curve is a straight line.  [If you double the plutonium mass, the spontaneous fission 
rate doubles also.] 
 The plutonium standards that you will use to construct the calibration curves are described on 
an accompanying data sheet that you will get from your instructor, who will specify which 
standards to use for the calibration procedure. 
 In the INCC code the multiplication-correction procedure requires two constants: the alpha 
weight and the rho-zero value.  The alpha weight is a weighting factor for the alpha value 
calculated for pure plutonium oxide from the isotopic composition; the alpha weight is 1 for pure 
plutonium oxide and 0 for pure plutonium metal. 
  Select “Maintain | Material Type Add/Delete” and add the material type “PUOX”. 
 Select “Maintain | Calibration | Known Alpha” and select the material type 
“PUOX”.  Then enter the following parameters. 
 

Alpha weight 1 
Rho-zero Measured 0 

 
 Select “Maintain | Calibration | Analysis Methods.”  Then select “PUOX” as the 
material type and select “Calibration curve” and “Known alpha” in the passive column.  
Click “OK.”  Then select “Known alpha” as the normal analysis method and “Calibration 
curve” as the backup analysis method.  This means that in a verification measurement 
 the known-alpha result is the primary result unless it disagrees with the calibration-
curve result by more than three standard deviations (default value), in which case the 
calibration-curve result becomes the primary result.  The default value can be changed 
under “MaintainQC and Test Parameters.” 
 Place the first calibration standard in your detector on an empty can so that the 
standard is centered radially in the sample cavity and is raised about 10 cm above the 
bottom plug.  All samples will be measured in this position unless otherwise specified. 
 Select “Acquire | Calibration Measurements.”  If available select the item id from 
the picklist; in this case, the other informationsuch as the declared mass, isotopic 
composition, material type, etc.  is inserted automatically.  Otherwise, enter these data 
from the keyboard using a data sheet provided by your instructor.   
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 To enter isotopics, select “Isotopics” and select “Add new isotopics data set.”  
Enter the isotopics id and isotopic composition from the data sheet; select “OD” (operator 
declared) as the isotopics source code.   
 Select “Use number of cycles” and enter 20 cycles of 30 s.  
 Select “QC tests” and “Print results.” 
 Make the measurement and record your results in the table below.  The corrected 
doubles rate is the multiplication-corrected doubles rate using known-alpha analysis. 
 
Repeat the calibration measurement for four more standards.  Note, to save time the 
instructor may choose to use previously measured standards for the 4 additional items. 
 

Item id 
Effective 

240Pu mass (g) 
Doubles rate (1/s) Corrected doubles rate (1/s)

    

    

    

    

    

 
 Next, you will obtain two calibration curves from the calibration data points—one for the 
passive calibration curve analysis method and one for the known-alpha analysis method. 
 Select “Maintain | Calibration | Deming Curve Fitting.” 
 Select “Fit verification calibration data.” 
 Select “PUOX” as the material type. 
 Select “Passive calibration curve” as the analysis method. 
 Select curve type “D = a + b*m + c*m^2 + d*m^3.” 
 Select all of the data sets for the calibration curve fit from the list presented. 
 Click “OK” and the Deming fitting program will start preloaded with your calibration data. 
 Select “y = 0 + b*x + c*x^2” as the curve type to fiti.e., choose a quadratic polynomial and 
force the calibration curve through the origin. 
 Click on “FIT.”  The equation will be fitted to your calibration data, the calibration curve will 
be plotted, and the coefficients and errors will be displayed. 
 Select “Print” under “File” to get a printout of your data, the fitting parameters, and a plot. 
 Click “OK” to return to the INCC program.  The calibration parameters will be transferred to  
INCC automatically. 
 Select “Maintain | Calibration | Passive Calibration Curve” and verify that the parameters 
have been transferred correctly. 
 Select “Print calibration parameters.”  This will give you another copy of the parameters 
together with the detector parameters that were used for the data acquisition. 
 Now repeat the curve-fitting procedure for the multiplication-corrected doubles rates.  
Proceed as above, except select “Known alpha” as the analysis method and select “y = 0 + b*x” 
as the curve type in the Deming program.  When you are returned to the INCC program, select 
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“Maintain  | Calibration | Known Alpha” to verify that your calibration parameters have been 
transferred correctly. 
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VI. EFFICIENCY FOR PLUTONIUM OXIDE 
 
 In this section you will determine the efficiency needed for multiplicity based 
verification measurements of plutonium oxide.  You already have the efficiency for 252Cf 
measurements; enter this value below for reference and later comparison with the 
plutonium oxide value. 
 

Efficiency 252Cf measurements  

 
 You will now perform a reanalysis of a measurement using a large pure PuO2 
standard measured in the calibration.  The goal is to find the efficiency that gives the 
correct assay for this standard. 
 Select “Maintain | Calibration | Analysis Methods” and selectin the passive 
columncalibration curve, known alpha, and multiplicity as analysis methods.  Click 
“OK.”  Select known alpha as the normal analysis method and multiplicity as the backup 
analysis method.  Note that calibration curve is automatically selected as an auxiliary 
analysis method.  When you perform a verification measurement, there will be three 
assay resultsone for each analysis method.  One of the results will be highlighted as the 
primary result; this will usually be the result of the normal analysis method.  However, if 
the normal and backup assay masses differ by more than three standard deviations, then 
the backup result becomes the primary result; the three-standard-deviation test limit is the 
default value that can be changed under “Maintain | QC and Test Parameters.”. 
 Select “Maintain | Calibration | Passive Multiplicity” and select “PUOX” as the 
material type.  Observe the factorial moments for spontaneous fission of 240Pu and 
induced fission of 239Pu; you do not need to change these default values.  The coefficients 
a, b, and c are used in a correction factor for the assay mass for highly multiplying 
plutonium samples; you do not need to change these default values for this exercise.  In 
the box labeled “Type of multiplicity analysis” be sure that “Conventional multiplicity” is 
selected.  The radio button labeled “Solve for efficiency” is used for waste measurements 
where the multiplication is 1 and the efficiency is unknown; the radio button labeled 
“Dual energy model” is used for the evaluation of a technique that uses the ring ratios of 
detector ring count rates to account for neutron energy-dependent efficiency variations. 
 Choose one of the large plutonium oxides standards to determine the plutonium 
efficiency.  Note: you can also use one of the standards used to make the passive 
calibration curves. 
 Select “Acquire | Verification.” 
 Select “Data Source | Shift Register.” 
 Select “Use measurement precision,” set the cycle time to 30 s, and set the 
required precision to 1%. 
 Select your standard from the item id picklist or enter the item data from the 
keyboard. 
 Select “QC tests” and “Print results.” 
 Repeat the verification measurement several times using “Database” as the data 
source and using several values for the efficiency.  Select values for the efficiency that 
range from about 5% below to about 5% above the efficiency for 252Cf.  Record your 
results from the multiplicity analysis in the table below and estimate the efficiency that 
gives the correct assay mass.   
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Efficiency 
Declared - assay Pu mass 

(%) 

  

  

  

  

  

  

  

 
 
Record this value below and compare it with the 252Cf efficiency. 
 
 

Efficiency for PuO2 measurements  
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VII. VERIFICATION OF PURE PLUTONIUM OXIDE 
 
 In this section you will perform verification measurements on a series of pure 
plutonium oxide samples using three analysis methods: calibration curve, known alpha, 
and multiplicity.  The purpose is to compare the accuracy and precision of the three 
methods. 
 Perform verification measurements on a series of pure plutonium oxide samples 
and record your results in the table below.  The multiplication is M, alpha is , and the 
percent error is [(declared - assay)/declared]100. 
 Some of the sample data were read in from the Item Relevant Data File.  You will 
need to enter some sample data from the keyboard; get the sample data sheets from your 
instructor.   
 To perform the measurements, select “Acquire | Verification.”   
 Use “PUOX” as the material type. 
 Enter 30 s for the count time per cycle and select “Use number of cycles for 20 
cycles”.   
 Select “QC tests” and “Print results.” 
 Click “OK” and wait for your results.  Enter the results in the table. Compare the 
accuracy and precision of the three analysis methods. 
 After all measurements are complete, select “Report | Plot Calibration and 
Verification Results” and plot all of your measurement data for each of the three analysis 
methods. 
 

Item id 
Decl. 
mass 
(g) 

Calibration 
curve 

Known alpha Multiplicity 

  % error M  % error M  % error 
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VIII. VERIFICATION OF IMPURE PLUTONIUM 
 
 In this section you will perform verification measurements on a series of impure 
plutonium samples using three analysis methods: calibration curve, known alpha, and 
multiplicity.  The purpose is to compare the accuracy and precision of the three methods. 
 Select “Maintain | Calibration | Analysis Methods” and select  in the passive 
column  calibration curve, known alpha, and multiplicity as analysis methods.  Click 
“OK.”  Select known alpha as the normal analysis method and multiplicity as the backup 
analysis method.  Note that calibration curve is automatically selected as an auxiliary 
analysis method.  When you perform a verification measurement, there will be three 
assay results  one for each analysis method.  One of the results will be highlighted as 
the primary result; this will usually be the result of the normal analysis method.  
However, if the normal and backup assay masses differ by more than three standard 
deviations, then the backup result becomes the primary result; the three standard 
deviation test limit is the default value that can be changed under “Maintain | QC and 
Test Parameters.” 
 Perform verification measurements on a series of impure plutonium samples and 
record your results in the table below.  The multiplication is M, alpha is , and the 
percent error is [(declared - assay)/declared]100. 
 Some of the sample data were read in from the Item Relevant Data File.  You will 
need to enter some sample data from the keyboard; get the sample data sheets from your 
instructor.   
 To perform the measurements, select “Acquire | Verification.” 
 Use “PUOX” as the material type. 
 Enter 30 s for the count time per cycle and select “Use “number of cycles” for 20 
cycles.   
 Select “QC tests” and “Print results.” 
 Click “OK” and wait for your results.  Enter the results in the table and repeat for 
the other samples. 
 Compare the accuracy and precision of the three analysis methods. 
 

 
 

Item id 

Decl. 
mass 
(g) 

 
Calibration 

curve 

 
 

Known alpha 

 
 

Multiplicity 

  % error M  % error M  % error 
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IX. ASSAY OF Pu OXIDE WITH MATRIX MATERIALSCRAP   
MEASUREMENT 

 
 In the section you will assay a Pu sample that consists of Pu oxide mixed with a lot of matrix 
material (MgO, F, Al,….) to imitate a scrap Pu sample.  All of these items have approximately 
the same mass and isotopic composition. 
 Place the sample in the multiplicity counter on an empty can so that it is about 10 cm above 
the bottom end plug and is centered radially in the sample cavity. 
 Select “Verification” under “Acquire,” enter the item id, mass, and isotopic composition 
from the data sheet. 
 Measure the sample for 20 x 30 s and record your results in the two tables below. 
 

Item 
ID 

Type of 
Impurity 

Singles 
Rate (1/s) 

Doubles 
Rate (1/s) 

Triples 
Rate (1/s) 

67-000     

86-000     

87-000     

88-000     

89-000     

90-000     

91-000     

92-000     

 
Item 
ID 

Type of 
Impurity 

Calibration 
Curve 

Known Alpha Multiplicity 

  % error M  % error M a % error 

67-000       

86-000      

87-000      

88-000      

89-000      

90-000      

91-000      

92-000      
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X.  EFFECT OF MODERATION 
 
 In this section you will study the effect of adding neutron moderating material to the sample.  
 Use one of the larger standards that you just measured. 
 Wrap about a 5 mm thickness of polyethylene sheet around the sample to represent a heavy 
plastic bottle or heavy plastic bags. 
 Position the sample about 10 cm above the bottom end plug and centered radially in the 
sample cavity. 
 Select “Acquire | Verification” select the sample id and measure for 15 x 20 s. 
 Enter your results in the table below. 
 
 

Sample id  

Declared Pu mass (g)  

 
 

 
Quantity 

Calibration Curve 
Method 

Known Alpha 
Method 

Multiplicity Method 

Declared Pu mass (g)    

Assay Pu mass (g)    

Declared - assay  
Pu mass (g) 

   

% difference 
 [(D-A)/D100] 

   

standard deviations 
difference 

   

 
 
 If either difference is more than 3 standard deviations, explain why the change occurs. 
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XI.  ASSAY OF STACKED CANS OF PURE Pu OXIDE 
 
 The purpose of this section is to show how the known alpha analysis method can assay a pure 
plutonium oxide sample that is different from the calibration standards.  You will assay two of 
the large standards in a stack.  This differs from the calibration in two ways: 
 
 1. The mass of the stacked samples is outside the calibration range. 
 2. The neutron multiplication of the stacked samples is higher than the multiplication of the 

individual samples. 
 
 Both of these differences will cause problems for assay using the passive calibration curve 
method, but— because alpha is known— the multiplication-correction technique should work 
well. 
 Place the two largest Pu oxide standards in the HLNC in a stack centered radially and resting 
on an empty can about 10 cm high. 
 Select “Acquire | Verification” enter the sample ids, total declared Pu mass, and isotopic 
composition (the two largest samples have the same isotopic composition).  If using two samples 
with different isotopics then you can use the composite isotopics feature.  Then measure for 15 x 
20 s and enter your results in the table below. 
 
 

Sample ids  

 
 

Quantity 
Calibration Curve 

Method 
Known Alpha 

Method 
Multiplicity Method 

Declared Pu mass (g)    

Assay Pu mass (g)    

Declared - assay  
Pu mass (g) 

   

% difference 
 [(D-A)/D100] 

   

standard deviations 
difference 

   

 
 Compare the assay accuracies from the two analysis methods. 
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XII.  ASSAY OF PURE Pu OXIDE + HEU METAL 
 
 This exercise is similar to the measurement of a stack of Pu oxide samples, but this time the 
stack will consist of a Pu oxide sample resting on HEU metal.  The metal will contribute 
negligibly to the spontaneous fission rate, but will contribute noticeably to the induced fission 
rate.  The stack, therefore, has a higher neutron multiplication than the Pu oxide sample by itself.   
 You will have a problem assaying this stack by the passive calibration curve technique, 
because the multiplication doesn’t match the standards.  The known alpha method might do 
better, but the multiplication-correction procedure is based on the induced fission parameters for 
plutonium—not uranium. 
 Place two of the 500 g HEU metal disks in the HLNC on a can about 10 cm high and center 
the samples radially.  Place the largest Pu oxide standard on top of the HEU. 
 Select “Acquire | Verification” and enter the sample ids, declared Pu mass, and isotopic 
composition.  Then measure for 15 x 20 s and enter your results in the table below. 
 
 

Sample ids  

 
 

 
Quantity 

Calibration Curve 
Method 

Known Alpha 
Method 

Multiplicity Method 

Declared Pu mass (g)    

Assay Pu mass (g)    

Declared - assay  
Pu mass (g) 

   

% difference 
 [(D-A)/D100] 

   

standard deviations 
difference 

   

 
 Draw a conclusion about the sensitivity of the multiplication-correction technique to the 
presence of HEU in Pu samples. 
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XIII.  MULTIPLICATION AND TRIPLES/DOUBLES RATIO 
 
 In this section you will compare the multiplication with the triples/doubles ratio for three of 
your assay samples to see how closely the triples/doubles ratio is related to the multiplication. 
 Use the results of your multiplicity assays to complete the table below for three samples 
recommended by your instructor. 
 

Sample Triples/doubles ratio Multiplication 

   

   

   

 
 Note the correlation between the triples/doubles ratio and the multiplication. 
 Refer to the figure following these instructions.  It shows the triples/doubles ratio plotted vs 
multiplication for alpha = 0 and alpha = 1.  The triples/doubles ratio has been normalized with 
the factor fD/(fT ), where fD and fT are the doubles and triples gate fractions, respectively, and  is 
the efficiency.  This factor removes the detector dependence from the plot, which thus applies to 
any multiplicity counter. 
 Complete the table below for the multiplicity counter you are using. 
 

Detector id  

  

fD  

fT  

fD/(fT )  

 
 Now multiply the triples/doubles ratios for your assay samples by fD/(fT ) and enter the 
results in the following table.   
 Use the plot of normalized triples/doubles ratio vs. multiplication to roughly estimate the 
multiplication for each of your samples.  Record these estimates in the table. 
 Finally, copy the multiplication from your assay results to the table below.  
 

 
 

Sample 

Normalized 
triples/doubles 

ratio 

Multiplication
(estimated 
from plot) 

 
Multiplication 

(from assay results) 
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 Compare the estimated multiplication values with the more accurate ones obtained from the 
full multiplicity analysis that is performed by the INCC code. 
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XIV. BACKGROUND MEASUREMENT 
 
 In this section you will remeasure the room background singles, doubles, and 
triples rates to determine whether the background rates have changed significantly since 
the earlier background measurement in this session. 
 Remove any sources in or nearby your detector to at least 3 m away. 
 Enter 10 cycles of 20 s each  i.e., 10 x 20 s. 
 Click “OK.” 
 Select “Passive” as the well configuration. 
 Click “OK” and wait for the data. 
 Record your results in the table below. 
 

Background singles rate (1/s)  

Background doubles rate (1/s)  

Background triples rate (1/s)  

 
 The doubles and triples rates should be less than 1 count/s.  If they aren’t, there 
could be an electronics problem with your system. 
 Compare these rates with those obtained in the earlier background measurement.  
Multiplicity analysis uses the singles, doubles, and triples rates to obtain the plutonium 
mass.  If the change in the background singles rate is not negligible relative to the singles 
rate for a sample, then an error is introduced because the background subtraction might 
not be correct.  You will study this effect in the next session. 
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XV. NORMALIZATION MEASUREMENT 
 
 In this section you will perform a normalization measurement to verify that your 
system is still performing as it was at the time that you made the initial source 
measurement. 
 Select “Acquire | Normalization.” 
 Set the count time per cycle to 30 s. 
 Select “Use measurement precision.” 
 Set the precision to 0.5%, set minimum number of cycles to 10 and set the 
maximum number of cycles to 20 runs. 
 Start the measurement and wait for the results. 
 Enter your results in the table below. 
 

Current normalization constant  

Expected doubles rate (1/s)  

Measured doubles rate (1/s)  

Doubles rate 
expected/measured  

New normalization constant  

 
 If the ratio of the expected to measured doubles rates is within three standard 
deviations or 4% of unity, the new normalization constant is set to 1; this is the normal 
result.  The test limits can be changed under “Maintain | Normalization Setup.” 
 If your system fails the normalization test (the new normalization constant is not 
1), then get help from your instructor for a course of action.  The normalization constant 
should still be 1. 
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XVI. VARIATION OF MEASUREMENT CONDITIONS 
 
For this exercise, we will look at how the detector setup and external effects cause 
variations in our measurements.  These are referred to as systematic error. 
 
Source placed on bottom endplug 
In this exercise, we will remeasure one of our samples and look at the effect of putting 
the sample in the counter on the bottom endplug (i.e. without a labjack)  
With the sample in the counter and centered on the bottom endplug, select 
“Acquire|Verification.” 
Enter 30s for the count time per cycle and select “Use number of cycles.”  Enter  20 
cycles. 
While the measurement proceeds, copy the previous values below for comparison. 
Record your results in the table below. 
 

Item 
ID 

Decl 
Mass 

Calibration 
Curve Known -  Multiplicity 

 [g] mass [g] M  mass [g] M  mass [g] 

         

         

 
What caused the change? 
 
Top endplug not placed 
In this exercise, we will remeasure one of our samples and look at the effect of not 
replacing the endplug after the source has been put in.  Replace the labjack from the 
previous exercise. 
With the sample in the counter, do not put the endplug in, select “Acquire|Verification.” 
Enter 30s for the count time per cycle and select “Use number of cycles.”  Enter 20 
cycles. 
While the measurement proceeds, copy the previous values below for comparison. 
Record your results in the table below. 
 

Item 
ID 

Decl 
Mass 

Calibration 
Curve Known -  Multiplicity 

 [g] mass [g] M  mass [g] M  mass [g] 

         

         

 
What caused the change? Is this a problem? How do we deal with this?  
 



Active Neutron Coincidence 
Counting

China Center of Excellence 
Nondestructive Assay Training Course



Spontaneous Fission

Nuclide Specific Intensity [n/(g.s)]

234U 0.005
235U 0.0003
236U 0.0055
238U 0.0136
238Pu 2590.
239Pu 0.022
240Pu 1020.
241Pu ~0.05
242Pu 1720.
241Am 1.18
252Cf 2.34E+12

Uranium spontaneous fission 
emission rate is very small.  
Generally not useful for NDA 
except for large quantities of 
238U  



Induced Fission

• Induced fission is the primary method for uranium 
assay.
• Uses 252Cf interrogation sources
• Neutron emission occurs in bursts (0-8)
• The coincidence rate is related to the 235U mass.
• Coincidence rate is dependent on item properties: 
geometry, item composition, density.



PASSIVE ASSAY

ACTIVE ASSAY

(,n), SF, IF

(,n), SF, IF, Delayed

COINCIDENCE OR
DOUBLES COUNTING 

TOTALS OR 
SINGLES COUNTING

SF, IF

SF, IF

Small Small

(Pu)

(U)

Neutron Origins and Signatures - Summary



252Cf Interrogation Source



AWCC - Design

• Designed in 1984 (Mod II)
• Assay range of few gram to several kg of 235U
• Can be used in passive or active modes
• Portable
• Good efficiency – 42 3He tubes
• Uses 2 252Cf sources for uniform interrogation
• Several cavity configurations for optimization of 
performance



AWCC - Drawing

8.1
20.5 41.0 

104.0

Junction Box

Ni Reflector

Cd Layers

Polyethylene

252Cf Interrogation Source

3He Tubes



AWCC TCIF Modes

Mode T0 Mode T4

• No Cd present
• No Nickel Ring
• Interrogation with 
252Cf neutrons
• 5 modes of 
operation for different 
container sizes
• Optimum for 
medium to large 
mass items



AWCC Fast Modes

Mode F0 Mode F4

• Cd present
• Nickel Ring
• Interrogation with 
fast AmLi neutrons
• 5 modes of 
operation for different 
container sizes
• Optimum for 
medium to large 
mass items



AWCC Thermal Modes

Mode T0 Mode T4

• No Cd present
• No Nickel Ring
• Interrogation with 
thermal AmLi
neutrons
• 5 modes of 
operation for different 
container sizes
• Optimum for small 
mass items



AWCC - Fast Mode Calibration

Sample calibration curve for mode F0 operation
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Summary
• The AWCC in TCIF mode uses the following physics

– Active mode interrogation to determine fissile content due to the small 
spontaneous fission rate of uranium isotopes

– 252Cf interrogation sources 
– No Cd liner or nickel ring
– Optimum for medium to large mass items

• The AWCC has several cavity configurations that can be optimized 
for different container sizes

• Make sure the calibration curve is for the correct mode and material 
type

• AWCC can also be used in passive mode for Pu/MOX 
measurements

– 252Cf sources removed in this case
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Active Neutron Coincidence Counting Techniques 
 

Laboratory Exercises 
 
Instructional Goals 
 
 
 The instructional goals for this session are to provide participants with a thorough 
understanding of calibration and verification measurements of uranium samples using the Active 
Well Coincidence Counter (AWCC) in time-correlated induced fission (TCIF) mode. 
 
 
 

Instructional Objectives 
 
Several objectives are set to reach the instructional goals: 
 

• Students will review the basic principles of active neutron coincidence counting. 
 
• Students will go through the steps required to set up and operate the AWCC. 
 
• Students will become familiar with the sample properties and matrix materials that affect 

active neutron coincidence counting. 
 
• Students will become familiar with the calibration procedures for active and active-minus-

passive neutron coincidence counting. 
 
• Students will conduct a discussion with their fellow attendees and their instructors on specific 

measurement problems of interest to their facilities. 
 
• Students will be able to judge when to apply active or active-minus-passive neutron 

coincidence counting methods to their NDA measurement problems, and what 
performance to expect. 
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VII. CALIBRATION CURVE 
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MEASUREMENT 
 
IX. EFFECT OF POSITION 
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XII. PLOTTING AND PRINTING RESULTS 
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XIV. CROSS-CALIBRATION MEASUREMENTS 
 

  XV. ACTIVE MINUS PASSIVE MEASUREMENTS OF    
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I.  INTRODUCTION 
 
 In this session you will use the Active Well Coincidence Counter (AWCC) to assay enriched 
uranium metal and oxide samples in TCIF mode. The TCIF mode works best for larger mass 
samples. 
 The AWCC is described in chapter 17 of the PANDA manual. 
 Because the spontaneous fission rate of the uranium isotopes is very low, the AWCC in TCIF 
mode uses Californium-252 (252Cf) neutron sources to induce fissions in the uranium.  The fission 
neutrons are then counted with coincidence circuitry.  
 The AWCC has traditionally been used with americium-lithium (AmLi) interrogation sources, 
but we are now transitioning to correlated interrogation sources due to physics benefits not 
previously recognized as well as the lack of a current supplier for AmLi sources. 
 The induced-fission cross section for 235U is much higher at low neutron energies than at high 
neutron energies, so the 252Cf neutrons are moderated by polyethylene to reduce their energies and 
increase the fission rate.   
 There are two operating configurations for the AWCC: fast and thermal.  In the fast 
configuration, the sample cavity is lined with cadmium to remove the thermal neutrons; in the 
thermal configuration, the cadmium liners and nickel ring are removed.  In this course, we will 
only demonstrate the AWCC in the thermal configuration.  
 You will determine a calibration curve for uranium oxide in the TCIF mode and then perform 
assays using this calibration curve.  Fast and thermal configurations have much different 
calibration curves.  Also, different kinds of materials have different calibration curves because the 
penetration of the 252Cf neutrons into the samples and the neutron multiplication by the samples are 
both sensitive to the density and geometry of the samples. 
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II.  SETUP 
 
 In this section you will set up the AWCC for measurements of high-mass uranium metal and 
oxide samples.  You will also set up the international neutron coincidence counting program INCC 
for AWCC measurements. 
 Assemble the AWCC in the thermal configuration—i.e., no cadmium liner, no cadmium covers 
on the ends of the top and bottom plugs, and no nickel ring—without the 252Cf sources. 
 The configuration of the end plugs is very important.  The end plugs have adjustable thickness 
to accommodate different sample types.  The best AWCC performance is usually obtained when 
the top and bottom end plugs are separated by 20 cm, but 25- and 30-cm separations are commonly 
used.  Measure the thickness of the end plugs in your detector (not counting the shield rings) and 
the separation of the plugs—i.e., the cavity height—in the AWCC.  Record the information in the 
table below. 
 
 

AWCC id  

Top plug thickness (cm)  

Bottom plug thickness (cm)  

Cavity height (cm)  

 
 
 Connect the three cables—hv, +5 V, and signal—between the AWCC and the coincidence 
electronics package.   
 Connect the computer to the coincidence electronics with the serial cable and to the printer 
with the printer cable. 
 Connect all the power cords and turn the system on. 
 Start the INCC program. 
 Select “View | Maintain” to set the INCC code to maintenance mode. 
 Select “Maintain | Detector Add/Delete” and add your detector from the table below. 
 

Detector Description Detector ID 

Antech AWCC AWCCant 

Canberra AWCC AWCCcan 

 
 Select “Setup | Facility/Inspection” and select your AWCC. 
 Select “Setup | Measurement Parameters” and enter the parameters from the table below.  
Some of the parameters may be grayed out to indicate that they can’t be set from the computer for 
the type of shift register electronics that you are using.  If this is the case, set the parameters 
directly from the electronics package. 
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Shift register type AMSR 

Shift register serial port  

predelay (microseconds) 4.5 

gate (microseconds) 64 

hv (V) 1680 

Die away time (µs) 50 (the default) 

Deadtime coefficients A, B, C 0 

Multiplicity deadtime 0 

Other parameters not used here 

 
 You will be calibrating the AWCC for either uranium metal or uranium oxide.  Select 
“Maintain | Material Type Add/Delete” to create 2 material types according the table below. 
 

Material Description Material Type Name 

HEU metal um1 

Uranium Oxides uox 

 
 Select “Maintain | Calibration | Analysis Methods” to assign the analysis methods to the newly 
created material type names.  For these measurements select “Calibration curve” in the “Active” 
column as your analysis method; deselect all other analysis methods. 
 Select “Maintain | Normalization Setup” and select “Use Cf252 source doubles rate for 
normalization test”.  Set the normalization constant to 1 and its error to 0 – these are the default 
values for a newly created detector. 
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III.  BACKGROUND MEASUREMENT 
 
 In this section you will measure the room background singles and doubles rates. 
 Remove any sources in or nearby the AWCC to at least 3 m away. 
 Select “Acquire | Background.” 
 Set the count time to 20 s, select “Use number of cycles”, and set the number cycles to 15. 
 Select “QC tests” and select to print results. 
 Select “Shift register” as the data source. 
 Select “Passive” as the detector configuration. 
 Click ‘OK” and wait for the data. 
 Record your results in the table below. 
 
 

Background singles rate (1/s) ± 

Background doubles rate (1/s) ± 

 
 
 The doubles rate should be less than 1 count/s statistically.  If it isn’t, there may be an 
electronics problem with your system. 
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IV.  PASSIVE MEASUREMENTS OF URANIUM METAL AND OXIDE 
 
 In this section you will measure the count rates from a high-enrichment uranium metal sample 
and a low-enrichment uranium oxide sample in passive mode—i.e., without the 252Cf interrogation 
sources. 
 Select “Acquire | Rates only”—only count rates are needed for this exercise. 
 Insert one of the 500 g HEU metal disks into the AWCC counting cavity.  Place the sample on 
a stand 5 cm above the bottom end plug and center it radially in the detector. 
 Insert the top end plug and measure for 10 x 30 s. 
 Record your results in the table below. 
 Repeat the measurement using one of the uranium oxide standards with low enrichment and 
enter your results in the table. 
 Copy the results from your background measurement in the previous section to the table. 
 Compare the counts rates and explain the results. 

 
 

Sample Singles rate (1/s) Doubles rate (1/s) 

HEU metal  ± 

LEU oxide  ± 

Background  ± 
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V.  252Cf REFERENCE MEASUREMENT AND BACKGROUND SETUP 
 
 In this section you will measure the singles and doubles rates for the 252Cf sources without a 
sample. 
 Install the 252Cf sources in the AWCC end plugs.  The location and orientation of each source 
is very important, because no two sources are the same.  The source information is given in the 
table below. The sources should be placed in the polyethylene source holders with the threaded 
side down. The source holders are then placed in the end plugs such that the smooth (non-
threaded) side of the source holder is facing upwards. In other words, the cap on the source holder 
faces away from the measurement cavity for both sources. The source holders can be removed 
from the end plugs using a piece of tape. 
 
 

Detector AWCCant AWCCcan 

Top 252Cf source id A7-865 A7-863 

Bottom 252Cf source id Cf-12 Cf-10 

 
 
 Select “Acquire | Initial Source” and select “Use Cf252 source doubles rate for normalization 
test.” 
 Enter the source ids. 
 Select QC test and select to print results. 
 Measure the 252Cf sources for 20 x 30 s. 
 Confirm that the initial source measurement “Passed.” If it did not pass, you may need to 
increase the number of cycles and repeat the measurement.  
 Record your results in the table below. 
 
 

252Cf singles rate (1/s) ± 

252Cf doubles rate (1/s) ± 

252Cf triples rate (1/s) ± 

 
 

Select “Maintain | Normalization Setup” and select “Use Cf252 source doubles rate for 
normalization test.” Verify that source ids, rate and date are stored correctly. 
 Next, you will take an active background measurement.  
 Select “Acquire | Background.” 
 Set the count time to 30 s, select “Use number of cycles”, and set the number cycles to 20. 
 Select “QC tests” and select to print results. 
 Select “Shift register” as the data source. 
 Select “Active” as the detector configuration. 
 Click ‘OK” and wait for the data. 
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 Record your results in the table below. 
 

Active background singles rate (1/s) ± 

Active background doubles rate (1/s) ± 

Active background triples rate (1/s) ± 

 
 
Select “Maintain | Background Setup” 
Verify that the active background singles, doubles, and triples rates are stored correctly. 
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VI.  CALIBRATION MEASUREMENTS OF URANIUM METAL OR OXIDE    
 
 In this section you will perform TCIF-mode calibration measurements on enriched uranium 
oxide.  The goal is to obtain the calibration data that will be used in the next section to construct a 
calibration curve for the assay of enriched uranium oxide by the active calibration curve method.   
 The calibration curve will be doubles rate vs. 235U mass.  A separate calibration curve is 
required for each material type because the neutron absorption and multiplication characteristics of 
the two materials are much different.   
 The UISO uranium standards used for the calibration are described on an accompanying data 
sheet that you will get from your instructor. 
 Place the first standard in the AWCC cavity on a stand such that the bottom of the sample is 5 
cm above the bottom end plug and is radially centered in the cavity. 
 Select “Acquire | Calibration Measurements” and enter the following data: 
 
 

Material type uox 
Item id from the data sheet 

Declared 235U mass from the data sheet 
Analysis method active calibration curve 

QC tests & printer on 
Count time (s) 30 

Number of cycles 60 
Mode Use number of cycles 

Data source shift register 
 
 
 Measure the sample for 60 x 30 s and record your results in the table below.  Repeat the 
calibration measurement for 4 more standards.  Note, to save time your instructor may have 
calibration data taken previously. 
 

Sample id 235U mass (g) Doubles rate (1/s) 
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VII.  CALIBRATION CURVE 
 
 In this section you will obtain a calibration curve from the calibration data points you obtained 
in the last section.   
 Select “Maintain | Calibration | Deming Curve Fitting.” 
 Select “Fit verification calibration data.” 
 Select your material type: “uox” 
 Select “Active calibration curve” as the analysis method. 
 Click “OK”. 
 Select curve type “D = a + b*m + c*m^2 + d*m^3.” 
 Click “OK”. 
 Select the data sets you want to use for the calibration curve fit from the list presented; 
normally this will be all data sets acquired in the previous section. 
 Click “OK” and the Deming fitting program will start preloaded with your calibration data. 
 Select the proper polynomial curve fit for your data. Depending on the calibration standards 
this may be “y = a + b*x + c*x^2” or “y = a + b*x + c*x^2 + d*x^3”. 
 Click on “FIT.”  The equation will be fitted to your calibration data, the calibration curve will 
be plotted, and the coefficients and errors will be displayed. 
 Select “Print” under “File” to get a printout of your data, the fitting parameters, and a plot. 
 Click “OK” to return to the INCC program.  The calibration parameters will be transferred to 
INCC automatically. 
 Select “Maintain | Calibration | Active Calibration Curve” and verify that the parameters have 
been transferred correctly. 
 Select “Print calibration parameters.”  This will give you another copy of the parameters 
together with the detector parameters that were used for the data acquisition. 
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VIII.  ASSAY OF URANIUM METAL OR OXIDE - VERIFICATION 
  MEASUREMENT 
 
 In this section you will use your TCIF-mode calibration curve to perform an assay of a sample 
with the same item type that was used for the calibration measurements. 
 Select one of the oxide cans. Place the sample in the AWCC cavity centered on the 5 cm stand 
that you used for the calibration.  Select “Acquire | Verification” and enter the following data: 
 

MBA default 

Stratum id default 

Material type “uox” 

Item id from data sheet 

Declared 235U mass from data sheet 

Count time (s) 30 

Mode “Use number of cycles” 

Number cycles 20 

QC tests on 

Print results on 

Inventory change code blank 

I/O code blank 

Isotopics not used 

Data Source “Shift register” 

 
 
 Measure the sample for 20 x 30s and record your results in the table below. 
 
 

Quantity Value 

Doubles rate (1/s)  

Assay 235U mass (g)  

Declared 235U mass (g)  

Declared - assay mass (g)  

 
 Because your assay sample is the same item type as your calibration standards, your assay 
mass should agree with the declared mass within three standard deviations.   
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IX.  EFFECT OF POSITION 
 
 The purpose of this section is to determine the sensitivity of the assay mass to the sample 
position in the detector. 
 Use one of the larger oxide standards that you just measured. 
 Place the sample 2 cm below the position where it was last counted—i.e., radially centered and 
3 cm above the bottom end plug. 
 Select “Acquire | Verification,” enter the item id, declared 235U mass, and a descriptive 
comment describing the measurement configuration.  Measure for 20 x 30 s. 
 Enter your results in the table below. 
 

Sample id  

Declared 235U mass (g)  

Assay 235U mass (g)  

Declared - assay 235U mass (g)  

% difference [(D-A)/D100]  

standard deviations difference  

 
 If the difference is more than 3 standard deviations, explain why the difference occurs. 
 Repeat this experiment with the sample 2 cm off center at the original height of 5 cm above the 
bottom plug.  Record the results below. 
 
 

Sample id  

Declared 235U mass (g)  

Assay 235U mass (g)  

Declared - assay 235U mass (g)  

% difference [(D-A)/D100]  

standard deviations difference  

 
 
 If the difference is more than 3 standard deviations, explain why the difference occurs. 
 Conclude how accurately the sample must be positioned to have a position error less than 3%. 
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X.  EFFECT OF MODERATION 
 
 In this section you will study the effect of adding neutron moderating material to the sample.  
 Use one of the larger oxide standards that you just measured. 
 Place a polyethylene sleeve around the sample to represent a heavy plastic bottle or heavy 
plastic bags. 
 Position the sample 5 cm above the bottom end plug and centered radially in the sample cavity. 
 Select “Acquire | Verification,” enter the sample id, declared 235U mass, and a descriptive 
comment describing the measurement configuration.  Measure for 20 x 30 s. 
 Enter your results in the table below. 
 
 

Sample id  

Declared 235U mass (g)  

Assay 235U mass (g)  

Declared - assay 235U mass (g)  

% difference [(D-A)/D100]  

standard deviations difference  

 
 
 If the difference is more than 3 standard deviations, explain why the change occurs. 
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XI.  EFFECT OF ITEM TYPE 
 
 The purpose of this section is to determine the effect of assaying HEU metal with an oxide 
calibration curve. 
 Position a HEU metal sample in the sample cavity 5 cm above the bottom end plug and 
centered radially. 
 Select “Acquire | Verification,” enter the sample id, declared 235U mass from the data sheet, 
and a descriptive comment describing the measurement configuration. Choose the wrong material 
type for the item and measure for 20 x 30 s. 
 Enter your results in the table below. 
 
 

Sample id – wrong material type  

Declared 235U mass (g)  

Assay 235U mass (g)  

Declared - assay 235U mass (g)  

% difference [(D-A)/D100]  

standard deviations difference  

 
 
 If the difference is greater than 3 standard deviations, explain why the difference occurs. 
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XII.  PLOTTING AND PRINTING RESULTS 
 
 In this section you will plot and print your calibration data, your calibration curve, and your 
assay data. 
 Select “Report | Plot Calibration and Verification Results”. 
 Select your material type (“uox”) and your analysis method (“Active calibration curve”).   
 Select “Print plot of calibration and verification results.” 
 Click “OK”. 
 Select all of your assay results to plot. 
 Click “OK”. 
 Observe your verification results relative to the calibration data points and calibration curve. 
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XIII.  NORMALIZATION MEASUREMENT 
 
 The purpose of this section is to check the stability of the AWCC by comparing the doubles 
rate from the 252Cf sources measured before the calibration to that measured now. 
 Remove any uranium samples from the AWCC. 
 Select “Acquire | Normalization.” 
 Measure the 252Cf sources for 20 x 30 s. 
 Record your results: 
 

252Cf expected doubles rate ± 

252Cf measured doubles rate ± 

Ratio (expected/measured) ± 

New normalization constant ± 

 
 
The new normalization constant is set to 1 if the calculated normalization constant is within 4% of 
1.  This 4% limit is the default value under “Maintain | Normalization Setup/Use Cf252 source 
doubles rate for normalization test.”  If your new normalization constant is not 1, explain why. 
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XIV.  CROSS-CALIBRATION MEASUREMENTS 
  
 The purpose of this section is to illustrate the use of a calibration curve developed using one 
AWCC for another. The procedure you will use determines a “cross-calibration constant” by 
taking a ratio of 252Cf doubles rates from the two AWCC’s. This procedure assumes that the two 
AWCC’s have the same efficiency for induced-fission neutrons. This assumption is usually correct 
to within a percent or two. A more accurate method is to take the ratio of doubles rates from the 
two AWCC’s for the same physical standard. This approach is usually not practical unless the two 
AWCC’s are located in the same facility. The need for a cross-calibration capability occurs 
frequently and minimizes the number of physical standards needed for calibration. 
 Obtain calibration parameters and errors from another AWCC. 
 Select “Maintain | Material Type Add/Delete” and enter “uoxcc”  
 Select “Maintain | Calibration | Active Calibration Curve”, select the material type name 
created in the previous step and enter calibration parameters from the other AWCC. Obtain the 
252Cf reference doubles rates from the other AWCC and yours. 
Enter the reference 252Cf doubles rates in the table below and calculate the cross-calibration 
 constant. 
  

Other AWCC doubles rate ± 

Your AWCC doubles rate ± 

Ratio (other/yours) = Cross-
calibration constant 

± 

  
 Under “Maintain | Normalization Setup/Use Cf252 source doubles rate for normalization test,” 
enter the cross-calibration constant and error as the normalization constant and error. 
 Use one of the higher assay oxide samples as the assay sample. Position the 
sample in the sample cavity 5 cm above the bottom end plug and centered radially. 
 Select “Acquire | Verification,” enter the sample id and declared 235U mass from the data sheet, 
and measure for 20 x 30 s. Be sure to select the correct material type for the cross-calibration 
curve, “uoxcc” 
 Enter your results in the table below. 
 

Sample id  

Declared 235U mass (g)  

Assay 235U mass (g)  

Declared - assay 235U mass (g)  

% difference [(D-A)/D100]  

standard deviations difference  

 
 If the difference is greater than 3 standard deviations, explain why the difference occurs. 
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XV.  ACTIVE - PASSIVE MEASUREMENTS OF PLUTONIUM 
  
 The purpose of this section is to describe a measurement method for impure plutonium 
using coincidence counting instead of multiplicity counting. This method is not used routinely, but 
is appropriate for some cases. For impure plutonium, there are three sources of neutrons  –
spontaneous fission, (,n) reactions and induced fission. Passive coincidence counting measures 
only the singles and doubles rates and therefore is not capable of solving for all three unknown 
sources of neutrons. For pure plutonium metal, the (,n) term is zero, so the assay can be 
determined with only the two passive measured quantities. For pure plutonium oxide, the ratio of 
the (,n) term to the spontaneous fission () term can be calculated and an assay obtained from the 
singles and doubles. For impure plutonium, there are three unknown sources of neutrons. Passive 
multiplicity counting was developed to obtain three measured parameters, the singles, doubles and 
triples, and therefore solve for the three unknown sources of neutrons. 
 In contrast to multiplicity counting of impure plutonium, the active-minus-passive method 
uses the singles and doubles rates from both the passive and active measurements, thus obtaining 
four independent measured parameters. An algorithm was developed to determine the three 
unknown sources of neutrons based on the four parameters. 
 Results of the use of the algorithm with the Passive/Active Neutron Coincidence Counter 
(P/A NCC) are given in the reference below. In summary, calibration was done with eight pure and 
well-characterized plutonium oxide standards, and the active-minus-passive assay method was 
applied to measurements of six impure plutonium oxide samples. The conventional “known-” 
method yielded a bias of +8.8±3.5%, the active-minus-passive method yielded a bias of only 
+0.1±0.8%. 
 The main limitations of this method are that two separate measurements are required, the 
active measurement requires long counting times, especially for small samples, and the calibration 
items must be similar in density to the unknowns. 
 The P/A NCC is in operation at the Los Alamos Plutonium Facility (TA-55) for a variety of 
assay applications. 
 
Reference: 
 
J. E. Stewart, R. R. Ferran, H. O. Menlove, E. C. Horley, J. Baca, S. W. France and J. R. Wachter, 
“A Versatile Passive/Active Neutron Coincidence Counter for In-Plant Measurements of 
Plutonium and Uranium,” 13th ESARDA Symposium on Safeguards and Nuclear Material 
Management, Avignon, France 14-16 May 1991, pp. 317-323.  
 
 

 
 



Uranium Neutron Coincidence 
Collar (UNCL)

China Center of Excellence 
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UNCL Design

• The UNCL‐II was designed in 1989
• Uses 16 3He tubes
• Used for verification of fresh fuel assemblies (BWR and PWR)
• Cd and no Cd modes
• Response cross‐calibrated to an absolute calibration curve
• Different calibration curves for BWR and PWR
• Uses one 252Cf interrogation source in TCIF mode

For complete details of the collar operation and calibration procedures refer to report 
LA‐11965‐MS “Neutron Collar Calibration and Evaluation for Assay of LWR Fuel 
Assemblies Containing Burnable Neutron Absorbers”



UNCL ‐ Drawing

• 16 3He tubes
• Lift‐out door
• Uses one 252Cf source
• Polyethylene body

252Cf



3He 
tubes

PWR fuel 
assembly

252Cf 
source

Neutron Collar (PWR)

polyethylene



UNCL with 252Cf Interrogation Source
• Like the AWCC, the UNCL has traditionally used AmLi as the 

active interrogation source
– Produces only random neutrons
– Low energy spectrum that will only induce fission in 235U

• We have transitioned the AWCC to use with 252Cf as the 
interrogation source
– New AmLi sources are no longer being sold
– A correlated interrogation source such as 252Cf has the advantage of a 

higher effective  ̅ values (average number of neutrons emitted per 
fission)

– This leads to larger coincidence count rates and thus smaller 
statistical uncertainty

– The technique is called Time Correlated Induced Fission (TCIF)
• Interrogation flux gets less farther from source (fission neutron 

spread throughout assembly)
• Detection efficiency increases farther from source



Response Adjustments

• k0 – Interrogation source strength
• k1 – Normalization
• k2 – Detector efficiency
• k3 – Burnable poison
• k4 – Heavy metal loading
• k5 – Other conditions
• RM – Measured response

  MRkkkkkkR 543210

By adjusting the measured response we can use the absolute 
calibration curves for all collar detectors.



UNCL calibration curve

Calibration curve for BWR fuel (thermal mode)



Burnable Poisons

• Correction based on number of poison rods (and 
type)

• Correction is small for Cd liner mode ‐
measurement time ~1 hour)

• Correction larger for Thermal mode (no Cd liners) 
‐ measurement time ~10 mins

• (Measurements with and without Cd can verify 
burnable poison declaration)



Sample Interrogation 
‐ Thermal Flux ‐



Sample Interrogation
‐ Flux >1 MeV‐



Sample Interrogation
‐ Flux >2 MeV ‐
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MEASUREMENTS OF BWR FUEL ASSEMBLIES 
 
 
Objective: To provide the participant with a thorough understanding of calibration and 

verification measurements of BWR fresh fuel assemblies using the UNCL 
(active neutron coincidence counting).   

 
Equipment: 
 
 1) Uranium neutron coincidence collar (UNCL)  
 2) Coincidence electronics package (JSR-12, JSR-15, or AMSR)  
 3) Laptop computer (INCC Program) 
 
Nuclear Materials: 
 
 1) 252Cf source  
 2) Mockup of BWR fuel assembly (6x6 array of 2.34% enriched fuel rods) 
 3) Mockup of BWR fuel rods with Gd 
  
 
Required Exercises:  
 
 1) Make verification measurement with full BWR assembly. 
 2) Make verification measurements with steel or poison rods substituted for 

BWR fuel rods. 
 
Time Required:  1/2 day 
 
Group Size: 2-4 students  

 
 
 
 

  

 China Center of Excellence Nondestructive Assay Training Course 
Los Alamos, New Mexico 
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I. INTRODUCTION TO THE UNCL 
 
 The goal of this exercise is to verify the 235U loading of a fresh BWR fuel assembly 
mockup. An active measurement technique will be used where correlated neutrons from a 252Cf 
spontaneous fission source induce fissions in the 235U contained in the assembly. The induced 
fissions are characterized by the emission of time-correlated neutrons counted using the same 
coincidence circuitry as the High Level Neutron Coincidence Counter (HLNC). 
 The system has four slabs of polyethylene surrounding the assembly: three contain 3He gas 
proportional neutron detectors and the fourth contains the 252Cf interrogation source.  The basic 
reference for the UNCL is entitled “Description and Performance Characteristics for the Neutron 
Coincidence Collar for the Verification of Reactor Fuel Assemblies,” Los Alamos National 
Laboratory report LA-8939-MS. A more recent report, “Neutron Collar Calibration and 
Evaluation for Assay of LWR Fuel Assemblies Containing Burnable Neutron Absorbers,” Los 
Alamos National Laboratory report LA-11965-MS is included on the reference CD.  Refer to this 
report often as the most up-to-date and comprehensive report on the UNCL. 
 A simulated BWR fuel assembly containing 36 rods enriched to 2.34% 235U will be used 
for measurements.  The linear loading of the assembly is 8.79 g 235U/cm.  The assembly will be 
measured full and with several rods removed to determine the response to rod removal or 
substitution of dummy rods.  The effect of burnable poison rods can also be demonstrated. The 
neutron collar is also used to verify the fissile content of fresh PWR assemblies. 
 The collar measures 235U in the region between the slabs; therefore, its response is 
proportional to the quantity of 235U per unit length of assembly.  The collars used by a safeguards 
inspector requires a previous calibration on fuel assemblies of known composition and 
enrichment.  The inspector checks that the assemblies to be tested do not differ significantly from 
the expected response. If the 252Cf interrogation source is removed, the detector measures time-
correlated neutrons from 238U spontaneous fission decay. This passive measurement is an 
additional verification tool for the inspector. 
 

II. CROSS-REFERENCE CALIBRATION OF THE UNCL 
 
 Calibration requirements and constraints are significantly different for inspector-based 
NDA equipment than for in-plant operator equipment. The traditional calibration approach of 
making up standards typical of the unknowns and measuring them on the same detector that will 
be used for the unknowns is impractical for field verification in several facilities around the 
world at once. Calibration and normalization procedures, which reduce the number of physical 
standards and the time required for calibration by an inspector, have been developed for the 
neutron collar. 
 The basic idea is to carefully calibrate one member of the UNCL family for an important 
category of material [for example, boiling-water-reactor (BWR) fuel assemblies] covering a wide 
range of mass loadings. The calibration parameters for this reference detector are then fixed, and 
the response from any other neutron collar is normalized to the fixed calibration parameters for 
verification measurements. 
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 This normalization can be performed with a single fuel assembly characteristic of the 
material category. It is only necessary to count the same cross-reference fuel assembly in both 
the reference detector and the field detector, and to measure a reference source rate at the same 
time. This reference source (for example, 252Cf or 241AmLi) goes with the UNCL for field 
normalization. 
 This technique of fixing the calibration parameters (curve shape) assumes that the 
nonlinear shape is mainly a property of the assemblies, and any detector-related effects are the 
same for all members of the UNCL family. The basic calibration function used with the UNCL is 
 

R =
aM

1 + bM
 

 
where M is the mass per unit length (g 235U/cm) and a and b are calibration constants.  This 
function is valid for LWR assemblies over the enrichment range from 1% to 4% 235U.  Figure 1 
shows a typical calibration curve for BWR fuel assemblies (No Cd). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. The BWR reference calibration curve No Cd) using UNCL-II 
(LANL-4) collar (source MRC-95, 89-10-17). 

 
 
Because not all fuel assemblies and collars are identical, correction factors k1 and k2 must be 
defined to adjust the calibration function to different detector heads, interrogation sources, 
electronics units, burnable poisons, and assembly sizes.  When these variables differ from our 
calibration condition, it is necessary to correct the measured response by 
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kR = (k0× k1× k2× k3× k4 × k5) R 

where 

 Interrogation source strength  –  k0 

 Electronics drift    –  k1  

 Detector efficiency    –  k2 

 Burnable poison, Gd2O3     –  k3 

 Heavy metal loading, g U/cm  –  k4 

 Other conditions    –  k5 
 

These components of the correction factor are discussed below. 

A. Interrogation Source Decay k0 
 
 Because AmLi and 252Cf neutron sources decay, the coincidence response for even the 
reference collar with standard fuel assemblies would with time fall below the calibration curve.  
Therefore, to use the calibration parameters shown in Fig. 2, changes in coincidence response 
must be corrected for interrogation source decay by the factor 
 

k0 = e
 

B. Electronics Normalization k1 
 
 Detector and electronic counting efficiency depends on the 3He tubes and polyethylene 
moderator, the assembly-detector solid angle, and the electronics. The first of these is nearly 
constant for a given UNCL system. The second can be made essentially constant by very careful 
positioning of fuel assemblies within the collar. The electronics may change from time to time; 
however, if the high-voltage and discriminator settings are not altered, we usually obtain 1-2% 
stability in the totals rate. 
 At the time of “cross-reference calibration” of the field collar with the “primary 
calibration” collar, the net totals rate (T0) from the interrogation source was measured for the 
field detector.  Then at the time of field use, the net totals rate (Tfield) is remeasured; and any 
changes in field detector efficiency can be corrected for by the ratio 

 

k1 = 0T  -te
fieldT











2

  . 

 
The ratio is squared because the totals rate varies with efficiency (), but the reals rate, R, varies 
as ()2.  Californium-252 has a decay half-life of 2.645 years. 
 If a different interrogation source is used for Tfield than was used for T0, an additional 
adjustment to T0 is required before calculating k1 by the above equation, that is, 
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T0(corr) = 
Yield	of	field	source

Yield	of	calibration	source
 

 
This correction, T0(corr,) occurs as part of the k0 correction in INCC. 

 

C. Detector Efficiency and Source Yield k2 
 
 Different collars, even when fabricated by the same supplier, are likely to have small 
differences in coincidence response.  Slight differences in the size of the polyethylene 
interrogation cavity and the location of the source hole will change the average neutron flux in 
the assembly per source neutron.  Variations in polyethylene density may cause small differences 
in moderation.  Also, not all 3He tubes will demonstrate identical sensitivities. 
 A source-assembly-detector coupling correction can be determined by counting the same 
fuel assembly (or mockup) with both the reference (primary calibration) collar and the field 
collar, each with their respective interrogation sources.  Then, 
 

k2 = 
R0	 reference	collar,	reference	interrogation	source

R0	 field	collar,	field	interrogation	source
  

 
Note that in this form the factor corrects not only for differences in source-assembly-detector 
coupling but also for differences in the interrogation sources used in the field collar and the 
reference collar.  Measured parameters for cross-reference calibration of a number of neutron 
collar units can be found in LA-11965-MS  
 

D. Burnable Neutron Absorbers k3 
 
 Most BWR assemblies contain burnable poison (Gd2O3) rods to provide longer fuel 
assembly lifetimes.  The presence of strong neutron absorbers within the fuel assemblies affects 
the interrogation flux and thus the UNCL response. 
 The correction for neutron-absorber rods in BWR assemblies is made as follows: 
 

3	 	 1 	
76

	 	 	 	  

 
where n is the number of absorber rods, N is the total number of rods (including absorber rods), 
and the (corr per rod) is  
 

	 	 0.0572 1 .  
 
 and δ is an enrichment correction given by 
 

1.92 0.29  
 
where En is the average enrichment of the assembly. 
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E. Uranium Mass Correction k4 
 
For some PWR assemblies the mass per unit length is very different from the calibration 
condition of 1215 g U/cm. In particular smaller PWR assemblies have loadings as small as ~900 
g U/cm, thus lessening fast neutron multiplication, neutron scattering and end reflection from the 
extended fuel column. These reductions decrease the observed response. MCNP calculations and 
experiments were performed to establish a correction for the differences in the uranium loading 
between the standard and the unknowns. Our experience has shown that the k4 mass correction is 
not needed for BWR assemblies because the content of the current production loadings is similar 
(450-485 g U/cm). Our calibration reference assembly was 453 g U/cm and if the unknown 
assemblies are significantly different the correction for BWR is 
 

4 1 7.24 10 453  
 
where U is the total uranium loading in g/cm. For the normal range of BWR fuel loadings this 
correction is only 1-2%. The same k4 correction is used for both the Cd and no Cd cases. 

 

III. SETUP OF THE UNCL 
 
The UNCL electronics (shift register) should be connected to a computer and printer. The INCC 
software includes a routine for “Collar” measurements. The computer code will be used to 
collect the data and provide a printout of the results.  Setting up the INCC software is complex 
and we will go through the steps below. 

 

A. Detector Setup 
 
Create a new detector “UNCLant” with “Maintain | Detector | Add/Delete…” 
The detector parameter values are shown below: 
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After the detector is defined, use “Setup | Facility/Inspection…” to choose this detector 

 

B. Material Type 
 

Create a new material type “BWR” under “Maintain | Material Type Add/Delete…”  
Choose “Maintain | Calibration | Analysis Methods” and select “Collar” as the analysis type 
as shown in the figure below. 
 

May be 
different! 
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Now set up the calibration parameters from LA-11965-MS. Remember to choose all of the 
values for the case of BWR No Cd. (The report gives values for PWR Cd, PWR No Cd, 
BWR Cd and BWR No Cd). 
 
Select “Maintain | Calibration | Collar…” and begin entering the calibration information into 
the INCC software.  There will be several menus to go through, with the first menu shown 
below: 

 
Your instructor will provide the reference date and k2 parameter for the collar.  
 
Note: INCC has a very useful “help” feature. Press F1 with the cursor in any field to see a 
text box with further information. 
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Press next and set up the values in the following screen: 

 
 
This is the universal BWR No Cd calibration. 
Press next to enter the values for the poison correction and the heavy metal correction. 
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For the k3 factor, these are the standard parameters for Gd poison rod corrections. Remember 
that the correction for thermal mode (No Cd) is much larger than for fast mode.  
 
For the k4 factor these are the standard parameters (press F1 for each of the boxes). 
 
Press next to see the values for the k5 factor. Our dummy BWR assembly has 4 steel rods at 
the four corners to hold the pins together. These are not a normal part of a BWR assembly. A 
k5 factor of 1.03 should be entered to make this correction. Your instructor will provide an 
additional k5 factor for the 252Cf interrogation source. 

 
 Press OK to complete the calibration procedure. 
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C. Interrogation Source Strength 
 
The relative source strength of the interrogation source that you choose has to be entered in 
the normalization setup. 
 
Choose Maintain / Normalization Setup. Select “Collar normalization test”. The following 
screen shows the setup for MRC-117. The relative yield will have to be changed if you use 
another interrogation source. Press F1 when the cursor is in the neutron yield box to find 
where to obtain the relative values. 
 

 
The INCC program is now setup ready to go. 
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IV. VERIFICATION PROCEDURE FOR BWR FUEL 
 
With the collar empty and no interrogation source present, measure the passive background for 
10 cycles of 20 seconds. The coincidence rate should be statistically zero.  
 
Place the collar around the fuel assembly. Select “Acquire | Verification” and enter the details of 
the assembly.  The verification measurement menu will appear as shown below: 
 

 
When you press OK, the next menu allows you to enter more information about the collar. Note 
that the calibration was made using 235U mass per cm. (We leave the active length at the 
fictitious value of 1 cm): 
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The 238U value is the declared value for 36 rods. Press OK to confirm the k5 correction factor 
and then OK to reach the main data acquisition control screen. 
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Under normal conditions you will select passive measurement and then OK. INCC will then start 
to collect the passive data. When it is finished, INCC will fill in the passive data fields. AFTER 
the instructor has put the 252Cf source in the collar, select Active Measurement radio button and 
press OK. INCC will then take the active data. When it has finished you will be able to select 
Calculate results radio button to get the measured values. 
 
The printout will contain the net passive Doubles rate (from 238U) and the net active Doubles rate 
(from induced fission in 235U caused by 252Cf neutrons.  The printout will also show the Net 
Corrected Doubles rate after all the correction factors are applied. This corrected Doubles rate is 
used to calculate the 235U g/cm from the calibration curve. Your result should be within 3 
standard deviations of the declared value. Fill in the answers in the table below. 
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V. SENSITIVITY MEASUREMENTS OF THE UNCL 
 
Now ask the instructor to remove 2 rods from the assembly and replace them with stainless steel 
cladded lead dummy rods. For each case, fill in the position of the removed rods in the graphics 
below (the star shows the position of the 252Cf source). Repeat the measurement procedure as 
above without changing the declaration. See how the position of the removed rods changes the 
operator-inspector difference. Before you carry out the measurement, choose the position will 
change the answer the least.  
 
Case Corrected 

Doubles 
Measured Mass 
g/cm 

Operator 
Inspector 
Difference 
 (O-I) % 

Uncertainty on 
O-I  % 

36 rods     
34 rods pattern A     
34 rods pattern B     
34 rods pattern C     
34 rods pattern D     
 
Pattern A 
 

O O O O O O
O O O O O O
O O O O O O
O O O O O O
O O O O O O
O O O O O O

Pattern B 
O O O O O O
O O O O O O
O O O O O O
O O O O O O
O O O O O O
O O O O O O

 
Pattern C 

O O O O O O
O O O O O O
O O O O O O
O O O O O O
O O O O O O
O O O O O O

 
  

252Cf source 

252Cf source 

252Cf source 
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Pattern D 
O O O O O O
O O O O O O
O O O O O O
O O O O O O
O O O O O O
O O O O O O

 
Use the 36 rod case and the average of the 34 rod case to fill in the first two rows of the 
following table. Replace 2 more rods with dummy rods to see the operator-inspector difference 
and then two more rods. How many rods need to be removed in order that you can confidently 
detect that something is wrong? (see optional statistical section later). 
 

Case 
Corrected 
Doubles 

Measured Mass 
g/cm 

Operator 
Inspector 

Difference 
(O-I) % 

Uncertainty on 
O-I  % 

36 rods     

34 rods (copy 
average value from 

table above) 
    

32 rods     

30 rods (optional)     

34 rods no 
substitution 
(optional) 

    

 
If there is time you could compare the 32 rod case with steel clad lead dummy substitution in the 
above table with no substitution (empty places in array). 

VI. POISON ROD EFFECTS IN THE UNCL 
 
The effect of poison rods on the measurement can also be demonstrated. Select a number of rods 
(2-8) for the instructor to replace with poison rods in the assembly. (Production assemblies 
usually have a symmetrical arrangement of poison rods). The poison rods used here have a Gd 
content of 5.2% and a uranium enrichment of 3.27%. They are smaller in diameter than the 
normal fuel rods so that the uranium content changes as the rods are changed as shown in the 
table below. Because the rods are smaller than usual, it is necessary to change the lambda 
parameter of the k3 correction from 0.647 to 0.1022 in the collar calibration setup before you 
make these measurements. The following table gives the declared U235/cm and the U238/cm as 
the number of poison rods changes. 

252Cf source 
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Poison rods U235/cm U238/cm 

0 8.790 366.90 

2 8.605 355.4896 

4 8.420 344.0793 

6 8.235 332.6689 

8 8.050 321.2585 

10 7.865 309.8481 

12 7.680 298.4378 

 
 

Case 
Corrected 
Doubles 

Measured Mass 
g/cm 

Operator 
Inspector 

Difference 
(O-I) % 

Uncertainty on 
O-I  % 

36 rods (from table 
above) 

 
    

n poison rods  
n = 

 
    

n poison rods 
n = 

    

 
 
This experiment demonstrates size of the poison rod effect and the capability to correct for it. 
The correction depends on the operator declaration of the poison content of the rod. This 
declaration can be verified by making fast (Cd) mode measurements of a limited number of 
assemblies. In this mode the detector is much less sensitive to the poison content but the 
counting rate is lower and so the measurement time is longer (1 hour) (see LA-11965-MS 
(section X page 31) for a procedure on how to verify the declared Gd content of an assembly). 
There will probably not be enough time to make these measurements during this course. 
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VII. INTERROGATION SOURCE STRENGTH EFFECTS IN 
THE UNCL (OPTIONAL) 
 
The measured response is directly proportional to the neutron production rate of the interrogation 
source.  Perform a measurement with a different interrogation source without changing the 
source strength factor in INCC.  Then reanalyze the data with the proper relative source strength 
factor from Table II in LA-11965-MS entered into INCC. 
 

 
 
 

Case 
Corrected 
Doubles 

Measured Mass 
g/cm 

Operator 
Inspector 

Difference 
(O-I) % 

Uncertainty on 
O-I  % 

New Source, Old 
Yield Factor 

    

New Source, New 
Yield Factor 

    

 

 

 

Change these 
values before 
reanalyzing 

data. 



Fundamentals of Gamma 

Ray Spectroscopy 

China Center of Excellence NDA Training 
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Objectives of the lecture 

• Understand the basic physics of gamma rays 
– Origin and nature of gamma rays 

– Interaction of gamma rays with matter 

• Become acquainted with features of gamma ray spectra 

• Obtain a familiarity with gamma ray detector systems 

• Gain an appreciation for the importance of statistics and 

the inevitability of random error 
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Origin of X-rays 

PARTICLE KNOCKS OUT AN 

ATOMIC ELECTRON AND LEAVES 

A VACANCY 

 

Making an X-Ray Transition Possible 

AN OUTER ELECTRON “FALLS”  

INTO THE “HOLE”, AND GIVES UP 

ENERGY IN THE FORM OF AN X-RAY 

Producing the X Ray 
a 

K-shell x-ray 
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X-ray Fluorescence Example 

Pb 

Detector Pb X-ray 

Gamma Ray from Pu Source 

Scattered Gamma Ray 

Spectrum of Plutonium Item with Pb and 

Cd between the source and the detector 
Cd X-rays 

Pb X-rays 
Pu g-rays 

Pu g-rays 

Energy 

Cd X-ray 

Cd 
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Example X-ray Energies 

Element Energy [keV] Level Usage 

Cd 
23.174 Ka1 

Low-E gamma filter, 

thermal neutron 

absorber 26.095 Kb1 

Pb 
74.969 Ka1 

Generic gamma-ray 

shielding material 

84.938 Kb1 

W 
59.318 Ka1 

Detector collimators, 

gamma-ray shielding  

67.244 Kb1 

U 
98.434 Ka1 

Material itself, plus 

DU is a common 

gamma shield 111.298 Kb1 

Pu 
103.734 Ka1 

Material itself 

117.228 Kb1 
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Origin of g-rays 

GAMMA-RAY SIGNATURE

Gammas:

185.7 keV 
143.8 keV 
163.4 keV 
205.3 keV

54% 
11% 
5% 
3% 

U
235

Th*
231

Th +
231

g

[Half-life = 710,000,000 y]

a (  He)4
Gammas from Alpha Decay alpha emission

Gamma emissions
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235U Decay Scheme and Branching Ratios 
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Uranium Gamma-Ray Spectrum (300-keV Range) 

8 

186 keV 

163 
144 

205 

X-ray Region 
Linear Vertical Scale 
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Uranium Gamma-Ray Spectrum (1-MeV Range) 

186 keV 

1001 keV 

766 keV 

Logarithmic Vertical Scale 

U-235 Peaks 

U-238 Peaks 
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Plutonium Gamma-Ray Spectrum (1-MeV Range) 

Logarithmic Vertical Scale 
414 (239Pu) 

X-ray Region 

203 (239Pu) 

208 (241Pu) 

662 (241Am) 



11 

The Photoelectric Effect 

Gamma Ray 

with energy 

E1 

Electron (beta 

particle) with 

energy E2=E1-φ 

All of the gamma energy is 

absorbed in the interaction 
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The Compton Effect 

Gamma Ray 

with energy 

E1 

Electron (beta 

particle) with 

energy E2 

Gamma ray with energy 

E3 = E1-E2- φ 
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Pair Production and Annihilation 

Initial gamma energy 

must be greater than 

1022 keV 
e- 

e+ 

Positron annihilates in 

contact with an electron, 

producing two 511 keV 

gamma rays 
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Gamma-ray Interaction Energy Dependence 

• Low Gamma Energy (Eg): 
– Photoelectric Effect 

• Medium Eg: 
– Compton Effect 

• Eg > 1.022 MeV: 
– Pair Production 

 

 
Linear Attenuation Coefficient 

depends on: 
 

● atomic number of the absorber, Z 
 

● energy of incident gamma ray, Eg 
 

● density of the absorber, r 

Material = NaIMaterial = NaI
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Mass Attenuation Coefficient,  m→ mZ(Eg)
 

m depends on: 
 

- atomic number of 

   the absorber, Z 
 

- energy of incident  

   gamma ray, Eg 
 

- but NOT on the 

   density of the 

   absorber, r 
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Attenuation of Gamma Rays 

r  =  density (g/cm3) 

m  =  mass absorption coefficient 

(cm2/g) 

x  =  thickness (cm) 

Transmission , T = I /I0 = e -mrx

N 

E g 

g N 

E g 

g 

Transmitted (attenuated)  Radiation (I) Incident Radiation (I0)  

I = I0e
-mrx 

x 
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Features of a Monoenergetic Spectrum 
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Multiple Interactions in a Single Event 

• Multiple interactions in detectors can produce single 

signals 

250 

keV 

250 

keV 
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Multiple Interactions in a Single Event 

• Multiple interactions in detectors can produce single 

signals (yes, I’m repeating myself…) 

 

100 

keV 

100 keV 

200 

keV 
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Various Gamma Detector Resolutions 
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g-ray Spectroscopy Instrumentation 

Amp. 

MCA 
HV 

Preamp. 

Detector 

Oscilloscope 

• Battery-powered 

• Computer-based  

•data acquisition 

•data analysis 

• Commercially available 
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Photopeak Net Area 
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Factors that Affect Gamma-Ray Data  

• Activity and configuration of the source 

• Distance 

• External as well as internal attenuation 

• Collimation 

• Detector Efficiency 

• Electronics Processing Time 

 
r 

Source 
Pb MCA 

Shielded, Collimated Detector 

)(
2

Drfor
r

Mass
KRate 

D 
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The Limit of Measurement Precision 

• Even if you have PERFECT: 
– education of the operator 

– management of the item and background 

– execution of the measurement 

• You still have: 
– uncertainty as to how close your result is to the true result 

• STATISTICAL uncertainty can not be removed 
– It is a fact of nature! 

– has a minimum value determined by statistics of the process 
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Gaussian (Normal) Distribution 

N N +  s 2s N +  N -  s N -  2s 

68.27% 

95.45% 

68% “Confidence  
Level” 

95% “Confidence  
Level” 

1s 
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Precision versus Bias 

Measurement Bias: 
The amount by which the 

average of many 

measurement results of the 

same standard differs from 

the true measurement value 

for that standard. 

Measurement 

Precision: 
The degree to which 

repeated measurements 

of the same item give 

the same results. 
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Precision, Accuracy, and Bias 

Good precision, 

good accuracy   

Poor precision, 

indeterminate accuracy   

Good precision, 

poor accuracy  

(biased measurement)  
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Uncertainty in Nuclear Counting 

• For a measured number of counts, N, from a random 

nuclear decay process, the standard deviation is s =(N)1/2 

• The RELATIVE standard deviation is  sR = s/N = 1/(N)1/2 

• Since the number or counts, N, is in the denominator of 

the relative standard deviation, one can reduce sR by 

simply taking more data. 
– Increase the measurement time. 

– Use a source of higher activity. 

– Decrease the distance between detector and source as long as 

you still observe the “point-source” criterion. 
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Identification of Unknowns is an 
Important use of Gamma Spectroscopy

• True detective work
• Simple in concept
• Can be very difficult in practice
• Bounding the problem can greatly reduce 

complexity
• Numerous systems attempt this with software –

success levels vary
• Expert consensus is the best source of real 

confidence

2



The Basics
• Identification is performed by pattern recognition 

or energy measurement
• Visual pattern recognition is a very powerful tool, 

but requires experience to develop
– Best for simple spectra
– Reference to spectrum libraries (or even flash cards) 

is very helpful
– Some software uses this approach

• Energy measurement is necessary for unfamiliar 
or complicated spectra

3



Pattern Recognition

The distinctive shape of the 400-keV region 
relative to other parts of this spectrum is a 
clear signature of plutonium.  

4



Pattern Recognition

Shielding changes the appearance of the  400-
keV region, but the presence of plutonium is 
still apparent to the trained eye.

5



Multi-line Patterns
Multi-line nuclides offer corroborating evidence in the sense that observing the 
presence of a particular gamma-ray peak may not be possible without the observing 
the presence of another peak for that nuclide. 

I-131 Ba-133

Peaks common to both spectra are from the natural background

6



Single-Line Patterns
• Single-line nuclides are more difficult to identify using pattern recognition.  

Possible tactics are:
– visually relate the position of the full-energy peak to the Compton-edge
– use the knowledge of the detector resolution (FWHM) as a function of energy

Cs-137 Mn-54
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Mixed-Source Patterns

Tl-201  135 keV BR 2.6%
Tl-201  167 keV BR 10.0%

Tl-202(440)

Attenuation from shielding generally increases as incident gamma-ray energy decreases. Also, peaks 
similar in energy are less likely to be differentially affected by detector efficiency in a significant manner. 
So this pattern appears inconsistent for Tl-201 alone!

Do these branching ratios make 
sense for this spectrum?

Note: Tl-202 is a common 
contaminant in Tl-201

8



Using Library Spectra
Previously-recorded library spectra of candidate nuclides from measurements taken 
(or simulated) with similar conditions are excellent tools for nuclide identification. 

The Tl-201 library spectrum on the left matches the 
167 and 440-keV peaks relatively well

The Tc-99m spectrum on the right matches the 
140-keV peak.

So a plausible explanation for our unknown is a mixed source 
composed of Tc-99m and Tl-201, two common medical nuclides.  
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Being Fooled by Patterns

Here we have our Tl-201 + Tc99m spectrum 
superimposed with a poorly calibrated spectrum of a 
Np-237 source.  The patterns can look deceivingly 
similar if one does not examine the details.
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Energy Measurement

• Step one: determine an accurate energy 
calibration
– Often requires peak recognition to choose reference 

peaks
– For some instruments, the energy calibration is 

technically fixed – it can still vary somewhat, so verify!
– If you can’t initially decide on a definitive energy 

calibration, you may have to try and few and see 
which produces the most plausible composition 
hypothesis

11



Patterns & Energy Calibration
Pattern recognition of “landmark” peaks, such as those from K-40, Th-232, 
and Ra-226 in the natural background can help with energy calibration.

K-40 (1460)

Th-232 (2614)

Also, having a good knowledge of background energies can 
help sort out peaks from nuclides that are not part of the 
natural background.
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Energy Measurement

• Step two: find the full-energy peaks
– A peak is anything above the local background that 

has a physically realistic shape
– For a simple spectrum, this can be done by inspection
– Software can also be used, usually with adjustable 

sensitivity levels to control the false positive 
(background fluctuations ID’d as peaks) or false 
negative (real peaks that aren’t ID’d) rate

13



Energy Measurement

• Step three: sort out other spectral features
– Sum peaks (exact double or possibly triple energies 

of the intense peak(s) in the spectrum)
– Escape peaks (511 and possibly 1022 keV below 

high energy peaks)
– Annihilation radiation – always at 511keV, and may 

mask other actual 511keV gamma rays

14



Energy Measurement

• Step Four: tabulate the remaining peaks, 
listing energy and net area

• Step Five: start with a high energy, intense 
peak and search for possible sources
– Hard copy references
– Software or internet searches

• http://nucleardata.nuclear.lu.se/nucleardata/toi/radSearch.asp
• Raddecay V4.0 freeware

15



Finding Peaks

The software can fit a peak here.  But 
is it a real peak?

How do we know that 
this is an escape peak?

16



Degenerate Solutions

• Sometimes (not often) the search result will clearly 
indicate a single isotope

• Usually, there will be several possible sources
– Look for other gamma rays produced by each possible source
– Match the intensities indicated by the branching ratios to the 

peak intensities in your table (they won’t match perfectly, as we’ll 
see)

Primary: Detective Pu.chn     Live time: 285.4 sec     True time: 309.42 sec    Date & time: 6/6/2005 12:34:15 PM    Reference: Detective Lu177m.chn

Energy in keV
470460450440430420410400390380370

Lo
g 
co
un
ts
 p
er
 k
eV

4

3

2
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Leave Nothing Unexplained
• Every peak in the spectrum should have a valid 

explanation that is in line with contextual information.

GR-135 Result:  Np-237 (incorrect) and Sc-46 (correct). Spectrum is consistent with Ir-192 and Sc-46

Contextually, Sc-46 and Ir-192 are sometimes found together in 
industry, whereas Np-237 and Sc-46 are not.
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Energy Measurement
• With some software, you can even model scattering in shields you 

know or believe are present

• Doing this from scratch on a complicated spectrum can take hours

• High resolution makes this far easier – low resolution is much more 
difficult

• Keep your common sense engaged; if the spectrum was taken from 
a very heavy package, think shielding!

• If you have a background spectrum, compare it to the source 
spectrum to eliminate some peaks

19



Energy Measurement

• Pitfalls:
– Peak intensities can be altered by shielding 

and the detectors’ efficiency curve
– Shielding always works from low energy up; 

nothing will shield high energies and leave 
low energies unaffected

– However, there might be a low energy source 
outside a shield, and a high energy source 
inside!

20



Shielded Co-60
• Gammacell® shipped from 

Ottawa to Boston.

• Used for medical sterilization 
and research applications.

• Isotope identifier gave 
inconsistent reports.  

• Spectrum consistent with heavily 
shielded Co-60.  More than ½ kCi but 
hard to quantify. 

• 24 kCi from product specifications 

• 200 kCi Co-60 irradiators exist.

1332 keV1173?
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Energy Measurement

• Pitfalls continued:
– Energy calibration might not be linear
– AC coupling, physical shock, or electronics 

malfunctions can produce doubled peaks 
(usually throughout a spectrum)

– Colleagues might send you old spectra that 
have nothing to do with the situation they are 
describing to you

22



Energy Measurement

• Requires a broad, deep knowledge of the 
intentional and unintentional use of radioactive 
material around the world
– Certain furniture companies use wood contaminated 

with trace levels of Cesium from Chernobyl
– Well logging sources have a seasonal pattern; 

Canada in the summer, Mexico for the rest of the 
year; expect border crossings

– Ceramics and glass often have higher concentrations 
of naturally occurring radioactive material

23



Causes of Isotope Misidentification

Typical Request for Assistance

RE: Triage activation

Per our conversation, see 
GR-135 file for analysis. In 
addition to the neptunium-
237 we are getting a 
plutonium-239.(See attached 
file)   sixmin~1.dat

This the area of concern

Ten reasons why isotope identification might fail, 
supported by (mostly) real-world examples.

24



• Radioactive boxes contain 
glass. 

• GR-135 reports Np-237 & Pu-239.
• Triage identifies Lu-176, no Np, 

no Pu, no threat.

Np-237
312 keV?

Lu-176
307 keV

This is the commodity, crystal looking stuff, manifested as
scrap material.

1. Similar Energy Peaks

Typical Request Continued

25



2. Shielding

Model assuming no shielding (blue) 
does not match the spectrum of 
shielded Ir-192 (black) 

Model with 100g/cm^2 of Pb 
shielding provides a much 
better match.

Automated software (and some human 
responders) failed to identify shielded 
Ir-192 in standard radiography source 
holders.

26



6-08-04_18-37-22-019.spc     Live time: 290 sec     True time: 300 sec    Date &

Energy in keV
1,0008006004002000

Lo
g 

co
un

ts
 p

er
 k

eV 4

3

2

Natural uranium is only 0.7% U-235, but is often misidentified as HEU.
• Branching ratio for 186 keV is 90x stronger than for 1001 keV.
• Efficiency at 186 keV is about 4x greater than at 1001 keV.
• 766 & 1001 keV lines are from Pa-234m, so will have reduced intensity for freshly-

processed uranium not yet in equilibrium.

U-235
186 keV 

B.R.=54%

U-238
1001 keV 

B.R.=0.6%

U-238
766 keV 

B.R.=0.2%

3. Intensity Imbalance
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4. Artifacts Resembling Photopeaks

•Compton 

•Backscatter 

•Single and double escape

•Sum peaks

Sum 2 x 27 keV

Photopeak 27 keVdouble 
escape

E – 1022 keV

single 
escape

E – 511 keV

photopeak 
energy E

Sum 3 x 27 keV

28



5. Masking 

Pu + Cs

Cs Only

Cs-137 source 
removed from its 
shipping container.Is this a pure Cs-137 spectrum?

29



Pu + Cs

Cs Only

Cs-137 source 
removed from its 
shipping container.

24 g of Weapons-Grade 
Pu is still in the can.

Is this a pure Cs-137 spectrum? 

No.  Compton edge from Cs-137 
can make identification of Pu 
more difficult.

5. Masking 

30
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6.  Gain Shift
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7. Isotope Not in Library
In this example Co-60, Co-57, and Th-232 were incorrectly identified.  
Eu-152 was not in the GR-135 library.

Eu-152 is a common industrial isotope with easily identified features.  

All-inclusive libraries are also problematic; some of the worst-
performing instruments have the most extensive libraries.
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8. No Visible Peaks

Some neutron or beta sources have very weak peaks, or none at 
all.

Spectrum below is from a Cf-252 neutron source.  Officer 
counted for < 1 minute, and would not approach closer than a 
Pager-S reading of “3”.

H-n

B-n La140

BG

Cf-252, long count with HPGe,
RAP Team Training Exercise 

Cf-252, short count with NaI,
DHSRB 2003-002
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9. Electronic Noise
• Peak-like features in HPGe 

spectra possibly RF inter-
ference.

• Non-physical peak (narrow, 
wrong shape, no escape peak).
A normal H(n,) peak also visible.

Raw data from non-physical peak;  
Note five “hot” channels”.

4 4 4 7 3 5 9 2 6 4 3 3 4 3 2 3 0 4 0 2 4 5 7 
4 3 4 0 5 4 6 16777220 16843014 
16843012 16843016 65800 4 9 4 3 6 4 3 5 
2 8 3 5 3 3 2 4 4 4 3 3 2 5 4 3 6 6 3 6 4

Real Peak
H(n,) 2.2 MeV

Non-
Physical 
Peak
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10. Limited Resolution

LaBr3

Most field teams carry NaI-based instruments.  These have poor 
energy resolution, and analysis of complex spectra is challenging. 
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BASIC GAMMA-RAY LABORATORY 

 
 
I. INTRODUCTION 
 
 The exercises we will perform in this laboratory are provided to help you become more 
familiar with the functions of NaI and Germanium detector systems.   
 After some demonstrations of detector setup, power-on procedures, and operation, you will 
have an opportunity to operate a system yourselves.  You will accumulate gamma-ray spectra 
that are similar to those you will use in your assays.   
 
II. NaI(Tl) DETECTOR SYSTEM   
 
Equipment: 1 NaI(Tl) Detector 
                   1 MCA-166  
   1 Laptop 
 
A. Familiarization 
 In all of your gamma-ray measurements, the pulses will be processed with an MCA.  The 
instrument is capable of sorting all of the pulse-height information coming from the detector 
electronics and displaying the pulse-height spectrum as a histogram of the number of counts vs 
pulse height.  The definite peaks in the spectrum correspond to full-energy-detection events from 
gamma rays of specific energy.  
 

1.   Review the equipment and electrical connections associated with the setup. 
2.   Note the High Voltage specification for the NaI(Tl) detector you are working with. If the 

high voltage is not indicated on the detector itself, ask your instructor for this 
information.         

                                      HV = __________ V 
 
3.   Check the status of the MCA-166 unit. If a flashing green light is not present on the front 

of the unit, turn on the power to the MCA-166. (If you are unsure about the status of the 
system, check with your instructor before turning the power on for the MCA-166). 

4.   On the laptop, click on the WINSPECI icon. This will bring up the MCA-166 software 
which will allow you to collect and analyze spectrum from the NaI(Tl) detector.. 

5.   Review with your instructor the procedures for configuring the MCA for your NaI 
detector for these exercises. The adjustments that you will need can be found under the 
Setup menu. 

6.   After reviewing these procedures, turn on the high voltage to the detector through the 
WINSPECI program. 

7.   Have a 137Cs source placed in front of your detector to provide pulses. Begin to acquire a 
spectrum and observe the dead time of the system to determine if it is appropriate. 
Identify the 662 keV peak in the spectrum. Set a region of interest around the 662 keV 
peak and note the Full width Half Maximum (FWHM) of the peak. This gives an 
indication of the energy resolution of the detector. 
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8.   Adjust the pole-zero settings on Amplifier. This adjustment can be found under the 
Setup->Amplifier menu to optimize the performance of the NaI detector system. If 
available, ask the instructor to show you the effects of the pole zero on the oscilloscope. 

9.   Clear the previous spectrum and acquire a second spectrum. Note any changes you may 
have observed with the shape or width of the peak from the previous spectrum. 

  
B.  Energy Calibration 
 In general, the MCA behaves linearly so that a given channel number in the raw histogram 
corresponds to a given amount of energy that was deposited in the detector. To determine what 
amount of deposited energy corresponds to a given channel number, the system is calibrated 
using gamma-rays with known energies. The relationship between channel number and energy is 
given by: 
 

bmXE +=  
 
where: E = energy of gamma ray (keV) 
                  X = peak channel number of gamma ray with energy E 
                  m = calibration coefficient (keV/ch) 
                  b = intercept (keV) 
                               
 

1. Create a region of interest around the 662 keV peak and determine its centroid. 
2. Adjust the gain of the amplifier so that the centroid of the 662 keV peak is around 

70% of full scale. You can calculate the gain by using the following formula: 
 
 
 
3. Determine the centroid of the adjusted 662 keV peak. 

 
  Centroid for 661.6 keV peak  =  __________ channels = X1 
 

4. Have a 241Am source (or a plutonium source inside a thin container) placed in front of 
your detector. Identify the 59.5 keV peak based on the shape of the spectrum. 

 
5. Place a ROI around the 59.5 keV peak and determine its centroid. 
 

  Centroid for 59.5 keV peak  =  __________ channels = X2 
 
6. Calculate the calibration constants for this system, m and b: 

 
=−=−= 111 6.661 mXmXEb  

 
 

 
 

gaincurrent
channelcurrent
channeldesiredgain _

_
_

×=

=
−
−

=
−
−

=
2121

21 5.596.661
XXXX

EEm
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Once the energy calibration of a system is known, energies of any gamma ray peak that is 
present in the spectrum can now be identified based on knowing the channel number of the peak.  
 
C. Spectrum familiarization 
 

1.   Have a Pu item placed in front of the detector and acquire a spectrum from the item.   
2.   Identify the major features of the spectrum, including the 375-414 keV region and the X-

ray region. 
3.   If an intense peak is present below the X-ray region, have a thin cadmium sheet placed in 

front of the detector and acquire a new spectrum. Note any changes that may occur in the 
spectrum. 

4.  With the Pu item still in front of the detector, have a 137Cs source placed along side the Pu 
item in front of the detector.   

5.   Acquire a spectrum and compare it with that shown in Figure 1. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1 NaI gamma-ray spectra for plutonium and 137Cs. 

Pu

Cs137

NaI Gamma-Ray Spectra of Plutonium
and the Cs-137 Transmission Source

208 keV
(Pu-241)

375-414 keV
(Pu-239)

X Rays

662 keV
(Cs-137)
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III. HIGH PURITY GERMANIUM (HPGe) GAMMA-RAY DETECTOR  
 
Equipment: 1 HPGe Detector 
                   1 DSPEC or DigiDart MCA  
   1 Laptop 
  
 
This detector provides the best resolution of the commonly used gamma-ray detectors.  This 
increase in resolution will allow you to observe much more detailed structure within the various 
spectra. 
 

A. Familiarization 
 

1.  Connect the HPGe detector to the MCA. 
2.  Once connections have been made, turn the power on the MCA. 
3.  Open the Maestro program that is located on the desktop. 
4.  With instructor’s guidance, set the High Voltage to the detector. Adjust the amplifier      

   settings such as pole-zero and shaping time. 
 

B. Energy Calibration 
Instead of calculating what the energy calibration constants are for the system as was done 
for the NaI detector system, we will instead adjust the amplifier gain settings until a specific 
energy calibration is achieved for the system.  
 

1. Most of the isotopic measurements with the planar HPGe detector are done with an 
energy calibration of 0.075 keV/ch and those of the coaxial detector are 0.125 
keV/ch. The energy calibration of your system will need to be set to either of these 
two values accordingly. In the software, select Calculate | Calibration and destroy 
the existing calibration. Set the cursor at a channel outside any ROI (i.e. channel 
1,000). Select Calculate | Calibration again and enter the energy in keV 
corresponding to the shown channel. 

2. Have a Uranium item placed in front of the detector. Based on the shape of the 
spectrum, identify the major peaks in the spectrum in terms of their energies.  

3. Create ROI’s around identified peaks and determine the channel numbers associated 
with these peaks. 

4. Select a peak with a known energy (for example, the 185.7 keV peak). Adjust the 
gain of the amplifier using maestro until this peak is at the appropriate channel. 

 
C. Spectrum Familiarization 
 

1. Have a Plutonium item placed in front of the detector. Observe the dead time for the 
system and determine if it is reasonable or not. Based on the shape of the spectrum, 
identify the 60 keV 241Am peak, the x-ray region, and the 208 keV peak.  

2. Have the instructor place a cadmium sheet in front of the detector. Observe the effect 
the cadmium has on the spectrum. 
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D. Dead Time Effects 
 

1. Have the instructor select a strong source to study the effects of dead time on the 
detector.  

2. Place the source so that the dead time is ~20% and take a 200 s spectrum (real time). 
Place a region of interest around a prominent peak and record the centroid, FWHM, 
and Full Width Tenth Maximum (FWTM) values in the table below. The FWTM 
value is sensitive to the presence of high energy or low energy tails in the peak. 

3. Have the item moved closer to the detector so that the dead time is ~30%. Take a 200 
second real time spectrum and record the results in Table 2 below. 

4. Continue the process for 40%, 50%, 60%, 70%, 80%, and higher if possible. Record 
results.  

 
Table 1 Effects of dead time on resolution 

Dead Time Centroid (ch) FWHM (ch) FWTM (ch) 
20 %    
30 %    
40 %    
50 %    
60 %    
70 %    
80 %    
90 %    

 
 

E. Uranium Enrichment Estimation 
1.    Simulation 

Open the file U X-ray Region Exercise. Go to the U Enrichment Manipulation sheet. 
Click on the scroll bar to change the enrichment and watch the change of the 238U peak at 
92.6 keV (actually 2 peaks at 92.4 and 92.8 keV) and the 235U peak at 93.4 keV. The 235U 
enrichment can be estimated as  

235U Enrichment% ≈ 10*H(93.4keV)/H(92.6keV)  
where H is the height of the peak. 

 
The figure below shows the 235U enrichment of 10% where the heights of the 93.4 and 
92.6 keV peaks are about the same.  
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2.   Measurements 
Measure various uranium items of various enrichments. Try to identify the enrichment by 
comparing the peaks at 92.6 and 93.4 keV.  Record the estimated enrichments with their 
corresponding item numbers in the table below so that you can compare with later 
measurements based on the infinite thickness method and FRAM. 

  
 

Item ID Live Time H (92.6 keV) 
(cts) 

H (93.4 keV) 
(cts) 

Estimated U 
Enrichment % 

     
     
     
     
     

 
 

 
 
 
 
 
 
 
 

Complete Region Fit (Normalized to U xrays)
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IV. GAMMA-RAY ATTENUATION (TRANSMISSION) 
 
Gamma-ray transmission is defined as 
 
 
  
 
where               T   =    transmission,  
    I = intensity of gamma-ray flux after passing through absorber, 
   I0 = intensity of flux without absorber, 
   µ = mass attenuation coefficient of item at gamma energy (cm2/g), 
   ρ = item density (g/cm3), and   
   x = item thickness (cm). 
 
We will study the affects of attenuation on a high resolution plutonium spectrum. 
 

1.   Have a plutonium item placed in front of the HPGe detector with enough space so as to 
be able to put attenuators between the detector and the source. Check the dead time to 
make sure it is reasonable.  

2.   Take a 60 second live time measurement of this spectrum. Place a ROI around the 208 
keV peak and the 60 keV 241Am peak. 

3.   Record the net counts under both peaks along with their associated errors (N0 ± σ(N0)) in 
the table shown below. 

4.   Place an absorber between the detector and the item, noting the material that the absorber 
is made of as well as the thickness of the absorber. Collect a 60 s live time spectrum and 
record the net counts under both peaks. (Ns ± σ(Ns)) 

5.   Calculate the transmission, T, for each of the two gamma-rays through the absorber: 
 
 
 

       Compute also the fractional standard deviation (uncertainty) of the transmission 
 

( )
( )

( )
( )

( )
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( )
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6.   Determine the mass attenuation coefficient, µ(Eγ), from Figure 2. If the particular 
material is not shown in Figure 2, additional references will be available in the 
laboratory. 

7.   Compute the predicted transmission from e-μρx and compare this value with the measured 
transmission. 

8.   Repeat the above for other absorber materials and thicknesses. 
 

,  
0

pxe
I
IT µ−==

.  
0N
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Figure 2.  Plots of total photon absorption coefficients vs proton energy for selected absorbing    

materials. 



 

GAMMA-RAY ATTENUATION (Transmission):  Data Sheet 
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F.  COUNTING STATISTICS 

 
 We will now perform a series of repeated counts on the same random data source and study 
the statistical behavior of the results. 
 
 1. Use the ROI setup for the 60 keV peak. 
 
 2. Have the source placed so that a 6-to-10-s count gives approximately 104 integrated counts 

in the ROI. 
 
 3. Take 10 counts and record the net peak area values from the calculation command of the 

PMCA.  
 
  __________ __________ 
 mean   = _________________________ 
 
  __________ __________ 
 σ∗(25 cm)  = _________________________ 
  
  __________ __________ 
 mean    = _________________________ 
  
  __________ __________ 

  
__________ __________

 *σ =
X − Xi( )2

i=1

N

∑
 

 
 
 

 

 
 
 

1 / 2

N − 1
 = standard deviation.

 
  Compute the mean and standard deviation of these 10 counts using a spreadsheet or one of the 

calculators available.  (Use a calculator or spreadsheet function to determine σ.) 
 

5. Compare the square root of the mean with the standard deviation computed above.  The two 
quantities should be approximately equal. 
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Categories of Uranium 

• Only three isotopes of uranium are found in nature 
– 238U (99.27%) 
– 235U (0.720%) 
– 234U (0.006%) 

• Categories of Enrichment (E = % of 235U) 
– Depleted Uranium (DU)  E < 0.72 % 
– Natural Uranium (NU)  E = 0.72 % 
– Enriched Uranium  E > 0.72% 

– Low Enriched Uranium (LEU) 0.72% < E < 20.0 % 
– High Enriched Uranium (HEU) E ≥ 20.0 % 
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Definition of 235U Enrichment 

Mass   UTotal
  Mass  U100E

235

Mass% ×=Mass Fraction 

Atom Fraction 

Approximate 
relationship 

between 
expressions 

atoms  UofNumber 
atoms Uof Number 100E

235

at% ×=

( )
at%

at%

at%
Mass% E

238
235

E(3/238)-1
E238/235E ×≈

×
×

=
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Infinite Thickness Measurement (ITM) 
Detector views the item through a 
collimator.  

Visible volume determined by 
collimator size and the absorption 
coefficient of U.  

The measured 186-keV intensity is 
proportional to the 235U in the 
visible volume. For an enrichment 
measurement on an infinite item 
thickness, the detector views a 
portion of the item volume through 
a collimator.  Isotopic uniformity is 
a requirement of this type of 
measurement.  

 

D 

 Visible  
Volume 

Collimator 

Detector 

x 

Uranium  
 Item 

dx 
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What is Infinite Thickness? 

• The enrichment of a uranium sample can be determined by 
measuring the intensity of the 186 keV gamma ray emitted by 
235U.  
 

• If the sample is “thick”, only a fraction of the 186 keV gammas 
actually reach the detector due to the limitation of the mean free 
path. 

Mean-free path = mfp 

Average distance γ-ray 
travels before 
interacting 

 
= mfp 
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What is Infinite Thickness? 

Infinite thickness = 7 mfp 

Attenuates γ-ray intensity 
  about 1000 times 

• If the depth of the sample is much larger than the mean free path, all 
samples of the same physical composition present the same visible volume 
to the detector. 
 

• This is called the “infinite thickness” criterion.  

7 mfp 
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Importance of Geometry 

Note: visible volume dimensions exaggerated for clarity 

With good geometry control, only the U Enrichment will 
vary the net peak count rate 
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Infinite Thickness for Uranium Materials 
Material Density ρ 

[g/cm3] 
Mean Free 
Path λ  [cm]* 

Infinite Thickness    
(7 × λ) [cm] 

Metal 18.7 0.04 0.26 

UF6 (solid) 4.70 0.20 1.43 

UO2 (sintered) 10.9 0.07 0.49 

UO2 (powder) 2.00 0.39 2.75 

U3O8 (powder) 7.30 0.11 0.74 

Uranyl Nitrate 2.80 0.43 3.01 

* Mean Free Path = (µρ)-1 at 186 keV  
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235U Enrichment Measurement with  
        NaI Detector 

HEU  E> 20% 

LEU  0.7%<E<20% 

NATURAL (E=0.7%) 

DEPLETED (E< 0.7%)   

X-ray 

185.7 

143.8 

Cadmium preferentially 
attenuates 100 keV region 
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Two-Region Enrichment Equation 

• E = AR1 + BR2 (B<0) 
 

– E = % enrichment of 235U 
 
– A and B are calibration 

constants to be determined 
from two standards 
 

– The values R1 and R2 are 
the areas of the peaks in 
the two regions of interest, 
ROI1 and ROI2 
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Corrections to the Enrichment Equation 

µ ⇒ linear attenuation coefficient 

E  =  [ A R1 + B R2 ] * K1 * K2 
     
    

K1 = eµT 

T ⇒ wall thickness 

µ  = 1.21 cm-1               

(for 186 keV in steel) 
T= 0.20 cm 
K1 = eµT  = 1.27 

K1: Correction for the Container Wall 

K2: Correction for Chemical Composition 
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Correction for Chemical Composition 
                  

        

U UC UO2 U3O8 UF6 Uranyl 
Nitrate 

U (100% U) 1.000 1.004 1.011 1.014 1.038 1.090 

UC (95% U) 0.996 1.000 1.007 1.010 1.033 1.086 

UO2 (88% U) 0.989 0.993 1.000 1.003 1.026 1.078 

U3O8  (85% 
U) 

0.986 0.990 0.997 1.000 1.023 1.075 

UF6 (68% U) 0.964 0.968 0.975 0.978 1.000 1.051 

Uranyl Nitrate 
(47% U) 

0.917 0.921 0.927 0.930 0.952 1.000 

standard 

item 
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Enrichment Measurement with 3 ROIs 

ROI 1 ROI 3 ROI 2 

2 FWHM 
2 FWHM 

1 1 5 5 

UF6 program 
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Low Resolution vs. High Resolution 
• Low Resolution 

– Two calibration constants; two calibration measurements 
– Can be biased by other peaks in the ROI 
– More convenient 

 

• High Resolution 
– One calibration constant; one calibration measurement (two or 

more are still recommended) 
– Smaller ROIs, so more resistant to biasing by contaminants 
– Less convenient 
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Accuracy of the Infinite Thickness Method 

• 1-5% typically, depending on the item 

• NaI, CdZnTe, and HPGe can provide similar accuracy 

• In special applications involving installed systems, 0.1-
0.2% accuracy is possible. 
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Problems to Avoid when using the Infinite 
Thickness Method 
• DO NOT stop the measurement when you like the result currently 

displayed – that intentionally biases the result! 

• Don’t just look at the enrichment result! Inspect each spectrum for 
– Peak shift – 186 keV should be centered at channel 300 
– Resolution changes – if the peaks are getting wider, 

– Check the pole zero 
– Check the stabilizer (especially for NaI detectors) – use 60 keV  

– New (non-Uranium) peaks in the spectrum 

• Always self-critique your geometry 
– Is the entire collimator area filled with material? 
– Is the item really infinitely thick? 

• Don’t forget wall thickness or chemical composition! 
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Ratio-Based Enrichment Measurements 

N(Ei)  Atom Number for Isotope i 
C(Ei)  Photo-peak Area at Energy Ei  
T1/2(i)  Half Life of Isotope i 
BR(Ei)  Branching Ratio at Energy Ei  
RE(Ei)   Relative Efficiency at Energy Ei   

( )
( )

( )
( )

( )
( )

( )
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2/1
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2
1
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T
T
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⋅⋅⋅=
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The Isotopic Ratio Formula 

• C(E1)/C(E2) is determined using standard spectral 
analysis techniques 
– C(En) is a net area - proper background subtraction is critical 
– Peaks are often unresolved or coenergetic; peak stripping 

methods are required 

• The two energies chosen to measure the two isotopes 
should be as close as possible 
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High Resolution is Essential 

Note: this technique was originally developed for Pu isotopics measurements. 
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The Isotopic Ratio Formula 

• RE(En) is determined from the spectrum itself 

• A Relative Efficiency curve can be created if you have 
gamma rays from the same isotope spread over a wide 
energy range 

• If the isotopes are homogeneous, you can combine data 
from multiple isotopes to make a more complete Relative 
Efficiency curve. 
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Efficiency 

bR
C

∝ε

Definition: 
 
 
General expression for peak area count rate 
 
 
 
Rearrange: 
 
 
 
Relative efficiency is proportional to count rate/branching ratio 

bR
C

Nλ
ε 1

=

ελ bRNC = C = count rate in peak 
N = number of radioactive atoms 
λ = radioactive decay constant 
        = ln2/T½  
Rb = branching ratio 
ε = efficiency 

itemin  emitted rays-γ
detected rays-γEfficiency=
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Relative Efficiency (Fictional Illustration)  
Detector has same efficiency at all 
energies (fictional). 
No external or self attenuation. 
Peak height only depends on 
branching ratios. C

ou
nt

s 
C

ou
nt

s/
B

R
 

C
ou

nt
s/

B
R

 

Now normalize each peak area by 
its branching ratio. 

Finally, consider the real effects of 
attenuation and detector efficiency. 

Flat Relative Efficiency (fictional) 

BR = 1.0 

BR = 0.5 
BR = 0.7 

BR = 0.3 
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The Relative Efficiency Curve 
• The Relative Efficiency Curve is determined by 

– Detector absolute efficiency over the energy range 
– The effect of U/Pu self absorption 
– The effect of container shielding 
– Detector filtering 

• Since the formula we are using corrects for the Relative 
Efficiency curve, none of these factors will affect our 
results 

• Ratio-based programs calculate the BR/C ratios and fit 
that data to a Relative Efficiency Curve model 
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The Relative Efficiency Curve 

• The fitted curve is used to calculate the RE values for the 
gamma rays used to calculate the isotopic ratios 

• A good Relative Efficiency curve fit is essential to the 
Ratio Based measurement technique 

• The data and the models can be used to draw 
conclusions about the measurement configuration 
– U/Pu density 
– Absorber thicknesses 
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The Isotopic Ratio Formula 

( )
( )

( )
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Desired 
Answer 

Nuclear 
References 

Peak 
Analysis 

BR/C 
Analysis 

Nuclear 
References 

All these values are obtained from the spectrum itself or from 
standard nuclear references; no calibration is necessary! 
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Calculating Isotopic Fractions 

• The formula can be used to give us 

 

 

• And we know that 

 

 

• So 

234U 
238U 

235U 
238U 

234U + 235U + 238U = 100% 

234U 
238U 

235U 
238U 

238U 
238U 

1 
238U + + = 
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Calculating Isotopic Fractions 

• We can solve                                                        for 238U 

 

• Which allows us to calculate 234U and 235U from the 
original ratios 

234U 
238U 

235U 
238U 

238U 
238U 

1 
238U + + = 

234U 
238U 

x 238U = 234U 

235U 
238U 

x 238U = 235U 
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Calculating Isotopic Fractions 

• The last step is to account for 236U 

• 236U is not measurable with gamma spectroscopy 

• We use the operator declaration or estimate the 236U 
content by correlation to other isotopes 

• The other isotope fractions must be reduced so all the U 
isotope fractions still add up to 100% 
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50.5% Enrichment (HEU)

10

100

1000

10000

100000

1000000

10000000

0 200 400 600 800 1000

keV

C
ou

nt
s

Uranium Gamma-Ray Spectrum 

Low Energy; MGAU/FRAM 

High Energy; FRAM 
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Details of Uranium X-Ray Region 
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X-Ray Region Analysis 

• Almost no well-resolved peaks 

• Resolution must be as good as possible 

• The k-edge energy is in this region – the Relative 
Efficiency curve model must include this 

• The region includes gamma rays and x-rays which must 
be properly modelled 
– Gamma rays are monoenergetic, and produce Gaussian peaks in 

the spectrum 
– X-rays rays have a Lorenzian energy distribution, so they produce 

a different peak shape 
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Ratio Based Measurements for U Isotopic 
Composition 

• No calibration. 

• All information necessary to obtain isotope fractions is in 
the spectrum or in nuclear references 

• MGAU analyses 89 - 100 keV region, similar to plutonium 
code MGA 

• FRAM analysis 89 – 100 keV region or 121 – 1001 keV 
region 

• Measures entire range from depleted to fully enriched 
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X-Ray Region Analysis 

• Peaks are intense 

• Detector Efficiency is high 

• Intensity and Efficiency give us 
– Short count times 
– Good statistics 

• X-Ray region is easily shielded 
– 10mm Fe 
– 1.5mm Pb 

• Interferences from other isotopes are more likely than at 
higher energies 
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Performance 
• Typical x-ray region precision:  235U to + 2% in 300 s. 

• No plutonium; use MGA or FRAM for mixed oxide. 

• Container wall thickness must be less than about 10 mm 
steel for x-ray region analysis 

• For thicker steel walls, use infinite thickness technique or 
FRAM 

• 238U - 234mPa equilibrium required. 
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Problems to Avoid when using the  
Ratio Method 

• Resolution is critical in the x-ray region 
– Keep the dead time below 50% 
– Maintain a good pole zero 

• Protect the detector from other materials 
– Shielding (collimator) 
– Distance (several meters at the least) 

• Ensure the item is 
– Homogenous (same isotopics throughout) 
– Aged for 6 months (or proper separation date is entered in FRAM) 
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 URANIUM ENRICHMENT MEASUREMENTS 
 
Objective:  To provide the participant with a thorough understanding of uranium 

enrichment calibration and verification measurements. 
 
Equipment: (1) NaI detector and enrichment collimator 
 (2) Rossendorf mini multichannel analyzer (MMCA) model MCA-166 
 (3) Oscilloscope 
 (4) Optional HPGe detector and enrichment collimator 
 
Nuclear Materials: (1) Uranium oxide powders (LEU) and NBS Standards (LEU) 
 (2) HEU foil 
 (3) Standard gamma-ray check sources 
 
Required Exercises: Using the NaI detector and MCA, perform calibration and verification 

measurements using hand calculations.  Uranium oxide powders and NBS 
standards are used. 

 
Optional Exercises (1) Geometry and attenuation effects 

(2) Measurement background effects 
(3) Enrichment measurement using HPGe detector 
(4) Isotopic measurement using HPGe detector 

 
Time Required: 1/2 day 
 
Group Size: 2-3 (4 groups) 
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I. BACKGROUND INFORMATION 
 
 The assay of 235U mass by passive gamma-ray counting is very difficult because of the high 
self-attenuation of the 186-keV gamma ray, which has a mass attenuation coefficient in uranium 
of about l.5 cm2/g. This makes the measurement of uranium enrichment relatively easy for many 
practical situations. The fundamental relationship is this: The intensity of 186-keV gamma rays 
emitted from a fixed area of a thick sample of uranium is proportional to the enrichment of the 
sample. “Thick” in this context means several mean free paths at 186 keV. This is usually thin 
physically; 2 mm of uranium metal is almost infinitely thick to these gamma rays. Numerous 
systems have successfully applied this concept with a variety of electronics and detectors to a 
wide range of problems. These include enrichment measurements of fuel pins, fuel plates, 
containers of UO2, cylinders of UF6, and in-line monitoring of liquid UF6. 
 The enrichment measurement can be used as a process monitor, as a verification of sample 
identity, or as an indirect measure of 235U content if the sample mass and composition are well 
known. A complete review of enrichment measurements is given by P. Matusek, “Accurate 
Determination of the 235U Isotope Abundance by Gamma Spectrometry,” KfK 3752 (Karlsruhe) 
and by H. A. Smith, Jr., Chap. 7 Passive Nondestructive Assay of Nuclear Materials 
(NUREG/CR-5550) (hereafter called PANDA). 
 
TABLE I.  Linear sample dimensions required for 99.9% gamma response in one direction 
 
 

Uranium 
Compound 

 
 

Mean Free Path 
(cm) 

Mass 
Attenuation 
Coefficient 
(cm2•g-1) 

 
 

Sample Density 
(g•cm-3) 

Sample 
Thickness for 
99% Response 

(cm) 

U metal 0.036 1.47 18.7 0.25 
UO2 0.76 1.31 1.0 (solution) 5.27 
 0.38  2.0 (powdered) 2.67 
 0.69  11.0 (sintered) 0.49 
U3O8 0.78 1.27 1.01 (solution) 5.44 
 0.39  2.0 (powder) 2.72 
  

0.095 
 8.3 (highly packed 

         powder) 
 

0.66 
UF6 0.97 1.03 1.0 (solution) 6.80 
 0.21  4.7 (solid) 1.43 
Uranyl nitrate 1.30 0.77 1.0 (solution 9.10 
UO2 (NO3) •6H2O 0.46  2.8 3.25 
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II.   THE FUNDAMENTAL ENRICHMENT RELATION 
 
 A schematic illustration of the geometry of enrichment measurement is given in Fig. 1. The 
detector views the uranium sample through a fixed solid angle provided by an appropriate 
collimator. The sample is infinitely thick for 186-keV gamma rays (transmission <0.002) and 
consists of a “uniform” mixture of uranium and matrix (everything else). The density of uranium 
is ρu, and matrix ρm. The mass attenuation coefficients at this energy are µu and µm. The count 
rate can be expressed by the integral relation 
 

CR = ρ235 Γ TcεA exp − ρuµu + ρmµm( )x[ ]
0

∞

∫ dx  ,   (1)

 
where ρ235 =  235U density,

ε = total counting efficiency ,

Γ = 43 000 gamma/s • g 235U,
Tc = container transmission
A = effective area of sample viewed,  and
x = distance within sample to front edge of sample.

 

 
 

D

 Visible 
Volume

Collimator

Detector

x

Uranium 
 Sample

dx

 
 

Fig. 1.  Schematic illustration of uranium enrichment measurement. 
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 Consider a gamma-ray measurement on a two-component sample of thickness D, where the 
sample-to-detector distance is large compared to the depth of the visible volume.  This permits 
the neglect of 1/r2 effects in integrating over the visible volume of the sample. 
 The effective area of the sample that is viewed, A, is a function of the collimator opening and 
depth. It is independent of the sample-to-detector distance as long as the entire field of view is 
covered by an infinite thickness of sample. For most assay applications, this relationship 
adequately describes the problem. The integral is easily evaluated and yields the expression 
 
 

CR =
ρ235
ρu

ΓTcεA
µu

1

1 +
ρmµm
ρuµu

 

 
 

 

 
 

(2)

 
or 
 

 CR =
EK

1+ ρmµm
ρuµu

 (3) 

 

where E =
ρ235
ρu

 is the enrichment and  

 
 
 K =

ΓTcεA
µu

  is a constant to be determined by calibration with a known standard. 

 
Note that K includes the container transmission (PANDA, Sec. 7.3.2). 
 
 Equation (3) is the fundamental relation that contains all the basic information for measuring 
enrichment. There is a direct dependence between count rate and enrichment if the density and 
absorption characteristics of the uranium-bearing samples and containers are constant. 
Specifically, the (ρmµm)/(ρuµu) ratio and Tc must be constant. This usually implies the same 
chemical form of the sample and identical sample containers. Equation (3) does not constrain the 
total density of the sample or the sample-to-detector distance. Three areas of application exist for 
the above formula depending on different values for the ratios µm/µu and ρm/ρu. These will be 
discussed separately in the next section. 
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III.  THREE AREAS OF APPLICATION 
 
A.   The Enrichment Region 
 
 If µmρm/µuρu ≤ 0.1, the observed count rate CR is proportional to the enrichment regardless 
of matrix with an error of 10% or less. For matrix material with  Z ≤ 30, µm/µu ~ 0.08. Thus, 
µmρm /µuρu ≤ 0.1 if ρm/ρu ≤ 1.  A half-and-half mixture of uranium and low-Z material would 
give less than 10% fewer counts than a slab of uranium metal having the same enrichment. A 
wide range of compounds and mixtures may be measured by comparison to a single standard 
with only small corrections for the variation in composition. If a standard and a series of 
unknown samples are known to be the same compound or mixture, the enrichments will be 
directly proportional to the observed rates. For example, if both standard and samples are pure 
UF6, the term (1 + µmρm/µuρu) can be neglected. If the standard were UO2 and the unknowns 
UF6, a small correction might be applied. 
 Below are a few values for [1 + µmρm/µuρu]: 
 

Material 1+ µmρm / µu ρu[ ] 1+ µmρm / µu ρu[ ]−1 

U metal 1.000 1.000 
UO2 1.012 0.988 
UF6 1.041 0.961 

 
B.  The Concentration Region 
 
 Now consider the case where 1 + µmρm/µuρu >10. With an error of less than 10%, 
 

CR ≈ KE ρu / ρm( )  .  
 
Thus, if the enrichment E is known, the count rate is directly proportional to the relative 
concentration of uranium and matrix. Because µm/µu ~ 0.08 for Z < 30, µmρm/µuρu > 10 only if 
ρm/ρu > 100. Consider a dilute uranium solution (less than 1% uranium by weight). If the 
enrichment is known, the uranium concentration can be computed directly from the 186-keV 
count rate. The total uranium can then be computed from the net weight of the solution. For 
dilute mixtures, this equation defines a “concentration meter.” It is important to remember that 
the fundamental enrichment equation in Sec. II is based on the assumption that the sample is 
infinitely attenuating to the gamma rays of interest (186 keV). The concentration limit occurs 
when the matrix is the dominant part of the attenuation. The mean free path of 186-keV gamma 
rays in low-Z material can be quite long (~7 cm in H2O) so that more material is required to 
define a thick sample. Concentration measurements should be attempted with caution in cases 
where matrix density or sample size varies (PANDA, Sec. 7.8.1). 
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C.   The Mass Fraction of High-Z Mixtures 
 
 Sometimes the matrix material is another high-Z element such as thorium or plutonium. For 
both of these cases, µm differs from µu by 5% or less. Thus, with a small error 
 

CR ≈ K E  
ρu

ρu + ρm

 

 
 

 

 
   .  

 
If the enrichment is known, the count rate becomes a measure of the uranium mass fraction. Or, 
if the mass fraction is known, the enrichment can be measured. The above equation applies 
equally well to the measurement of plutonium isotopic ratios and to plutonium blending ratios in 
mixed oxide fuel. Note, however, that most work with uranium-plutonium mixtures will require 
a high-resolution detector to separate uranium and plutonium gamma rays (PANDA, Sec. 7.8.2). 
 
IV.  EQUIPMENT SETUP AND ENRICHMENT MEASUREMENTS 
 
 The enrichment measurements will be carried out with a MMCA-166 portable multichannel 
analyzer and a sodium iodide detector. 
 Figure 2 shows a pulse-height distribution of gamma rays for a 93%-enriched uranium metal 
foil as collected with a NaI(Tl) detector. Essential features are the peaks corresponding to the 
186- and 143-keV gamma rays from 235U and the uranium K x-rays. The change in the gamma 
spectrum with enrichment is illustrated by the pulse-height distributions of gammas from cans of 
uranium oxides shown in Fig. 3. Note that the Compton background from high-energy gamma 
rays for materials with enrichment ≤10% is relatively large; therefore, if not subtracted properly, 
this background can produce large errors in enrichment measurements made with NaI(Tl) 
detectors. For this reason, enrichment measurements with a NaI(Tl) detector require that two 
regions of interest (ROIs) be set: one for the 186-keV 235U gamma ray and one higher energy 
window for background subtraction (PANDA, Secs. 5.3.5 and 5.3.6). 
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Fig. 2.  Pulse-height distribution of 93% highly enriched 
uranium metal foil. 
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Fig. 3.  Pulse-height distribution of gamma rays from uranium 
oxide cans of various enrichment. 
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EXERCISES 
 
1. Attach a 0.08-cm (0.032 in.) thick cadmium disk to the front surface of the NaI(Tl) detector. 

This is essential to attenuate uranium x rays and scattered gamma rays. 
 
2. Place the NaI(Tl) detector into its lead shield and collimator. Collimation helps define a fixed 

sample counting volume and helps prevent saturation of the counting electronics at higher 
enrichments.  A reasonable collimator is 0.75−1.0 in. in diameter and 1.0−1.5 in. deep. 

 
3.  Place the NaI(Tl) detector upright in its stand so that uranium oxide samples can be placed 

directly on top of the collimator.  This counting geometry will be more reproducible than one 
where the detector is side-looking. 

 
 Run WinSpeci and set up the MCA using the parameters given below. 
In (Setup/Detector High Voltage Setup) 
 High Voltage = +500 
 HV Inhibit Signal = unused 
In (Setup/Amplifier Setup) 
 Course gain = 500 
 Fine gain = 1 
 Shaping time (µs) = 2 
 Input polarity = pos 
 Pileup rejection = off 
In (Acquire/Setup) 
 MCA preset choice = live time 
 Live time value = 100 
 Channels = 512 
 Threshold = 2 
 LLD = 5 
 ULD = 511 
 ADC input = amplifier 
 Place a 235U sample next to the detector and collect a spectrum. The 186-keV peak should 
fall at approximately channel 300. If it does not, adjust the amplifier coarse and fine gain until 
the centroid of the 186-keV peak fall at approximately channel 300. 
NOTE:  The gain can be adjusted using the “Adjust Amplifier Now” button in (Setup/Amplifier 
setup).  Record the amplifier course and fine gains. 
 We will want to set up two ROIs. Region 1 will range from 160 keV to 210 keV. This region 
will bracket the 186-keV peak. The second region will range from 220 keV to 270 keV. This 
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region will be used for Compton background subtraction. To set these regions, we will make an 
energy calibration. 
 Calibrate the system with a 1 point calibration.  Use the 186-keV peak channel and energy = 
185.7 keV.  To calibrate the energy choose (Analysis/Energy calibration).  Next set E-Cal State 
to “on,” Method to “Channel/Energy,” and type the 186-keV peak centroid in Channel 2 along 
with the energy.  Next use the energy calibration to help set ROI’s defined above.  To set an ROI, 
place the cursor at one edge of the ROI and hold the shift key while moving the cursor with the 
left or right arrow keys.  The ROI will change colors.  Record the energy calibration and ROI 
channel numbers.  Information about the ROI can be obtained by placing the cursor on the ROI. 
 To take our calibration data, we will use cans of 1.96% or 3.06% enrichment for our low-
enrichment standard and cans of 10.2% or 11.9% enrichment for our high-enrichment standard. 
We will take data to fill in the blanks on Work Sheet ENRH-l. The formulas on the work sheet 
will lead you through the calculation of the calibration constants. For your reference, filled-in 
work sheets ENRH-l and ENRH-2 appear at the end of this section following the blank ones. 
 After you have calculated the calibration constants you are ready to measure the unknown 
samples and calculate their enrichment. You should use Work Sheet ENRH-2 to record your 
data. The work sheet shows formulas for calculation of enrichment and its precision (one 
standard deviation). Notice that the formula for the precision in the measured enrichment 
assumes no uncertainty in A and B, and hence underestimates the overall uncertainty, but 
correctly predicts the precision for a single measurement based on a good calibration. 
 
V.  SUPPLEMENTARY INFORMATION 
 
1. E = A Rn1 + B Rn2, where n = verification sample number. 
 
 The fundamental enrichment relation is developed in the manual and shows that the count rate CR 
(corrected for background) is directly related to the enrichment E: 
 
  CR = (E K)/(1 + ρmµm/ρuµu). 
 
 For a fixed set of material and container this can be written 
 
  CR = E K’, where K’ is a calibration constant. 
 
 The enrichment is therefore simply related to the count rate: 
 
  E = CR / K’ = K” CR. 
 
 In this exercise we will use count rates R that are uncorrected for background, and apply our own 
background subtraction.   
 
  E = A RU peak + B Rbkgd = A R1 + B R2, 
 
 using 1 and 2 for the regions of interest (ROI) in the figure below. 
 



 11  

 
 
 The background is taken from a region of interest just higher in energy than the U peak (185.72 
keV).  The value of B will be negative.  For verification sample number n we use this expression for the 
enrichment: 
 
  E = A Rnl + B Rn2. 
 
2. Energy Calibration and Regions of Interest 
 
 It will be assumed that 0 keV corresponds to channel 0 on the multichannel analyzer.  This is 
generally a good approximation, especially for NaI detectors.  If this is not exactly true in our case, the 
calibration constants A and B will make up the difference with no loss of accuracy. 
 
 The 235U peak at 185.72 keV is placed near channel 300 (out of 512) by adjusting the high voltage 
and amplifier gain; call this channel P (for peak).  The channel corresponding to any gamma-ray energy 
is then 
 
  channel = (P/185.72)(energy) = k (energy). 
 
 We are to create regions of interest spanning these energy ranges:  160 to 210 keV and 220 to 270 
keV.  After calculating the channel numbers, set up the ROIs. 
 
      

energy (keV) channel 
160  
210  
220  
270  

 
 
3. Finding A and B. 
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 E = A Rn1 + B Rn2 has two unknowns, so we need two calibration standards (n = 1 and 2) to  find 
both A and B.  This gives us two equations: 
 
  E1 = A R11 + B R12. 
  E2 = A R21 + B R22. 
 
 The calibration constants A and B are found from these two equations using algebra. 
 
  R22 E1 = A R11 R22 + B R12 R22. 
  R12 E2 = A R12 R21 + B R12 R22. 
 
 Subtracting these two leaves 
   
  R22 E1 - R12 E2 = A R11 R22 - A R12 R21 = A (R11 R22 - R12 R21) = A D, 
 which gives this value for A: 
 
  A = (E1 R22 - E2 R12)/D. 
 
 The value of B can be found in a similar fashion, starting with R21 E1 and R11 E2, to  be 
 
  B = (E2 R11 - E1 R21)/D. 
 
where 
 
  D = R11 R22 - R12 R21 
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Work Sheet ENRH-1 
DATA SHEET FOR NaI ENRICHMENT MEASUREMENT 

--HAND Calculation -- 
--Calibration -- 

 
Date:_____________________   
Name:____________________ Formulas:            . Solution:                      . 
System #:__________________ E1 = AR11 + BR12 A = (E1 R22 – E2 R12)/D 
ROI 1: ch_____to ch ______(160-210 keV) E2 = AR21 + BR22 B = (E2 R11 – E1 R21)/D 
ROI 2 ch______to ch______(220-270 keV)  where                            . 
  D = R11 R22 – R12 R21   . 
   

STANDARD SAMPLE Count 
Time 

186-keV ROI Background ROI 

 
ID 

Enrichment 
(% 235U) 

 
(LT,s) 

 
Counts 

 
σ(C) 

 
Rate 

 
σ(R) 

 
Counts 

 
σ(C) 

 
Rate 

 
σ(R) 

Std. 1 E1 300   R11 σ( R11)   R12 σ (R12) 

Std. 2 E2 300   R21 σ( R21)   R22 σ (R22) 

A=__________________________________________ 
 

B=__________________________________________ 
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Work Sheet ENRH-2 
DATA SHEET FOR NaI 235U ENRICHMENT MEASUREMENT 

--Hand Calculation -- 
--Verification -- 

Date:_______________________________________ 

Name:______________________________________ 

System #:___________________________________ 

186-keV ROI: ch _____________to ch _____________ (160-210 keV) 

Background ROI: ch __________to ch_____________ (220-270 keV) 

 

Calibration Constants:  A = _________________ 

     B = _________________ 

 

 Formulas:   En = ARn1 + BRn2 

                σ(En) = [A2σ2(Rn1) + B2σ2(Rn2)]1/2 

                      (n = verification sample number 
 
 

 
 
 

Verification Sample 

 
Count 
Time 

 
 

 (LT,s) 

 
 
 

186-keV ROI 

 
 
 

Background ROI 

 
 
 

Verification Results 

 
ID 

En
D − Declared
Enrichment 
(% 235U) 

 
Counts 

 

σ(C) 
 

Rate 
 

σ(R) 
 

Counts 
 

σ(C) 
 

Rate 
 

σ(R) 
 

En 
 

σ(En) 
En

D − En

En
D  

Std. 3  100   R31 σ( R31)   R32 σ( R32)    

Std. 4  100   R41 σ( R41)   R42 σ( R42)    



 

Work Sheet ENRH-1 - EXAMPLE 
DATA SHEET FOR NaI ENRICHMENT MEASUREMENT 

--HAND Calculation -- 
--Calibration – 

 
Date:_____Aug 84__________   
Name:______J. Halbig_____ Formulas:            . Solution:                      . 
System #:______3___________ E1 = AR11 + BR12 A = (E1 R22 – E2 R12)/D 
ROI 1: ch_258__ ch _338__(160-210 keV) E2 = AR21 + BR22 B = (E2 R11 – E1 R21)/D 
ROI 2 ch__354_to ch_438__(220-270 keV)  where                            . 
  D = R11 R22 – R12 R21   . 
   
 

STANDARD SAMPLE 

Count 

Time 

 
(LT,s) 

 

ROI #1 (186-keV) 

 

ROI #2 (background) 

 
ID 

Enrichment 
(% 235U) 

 
Counts 

 
σ(C) 

 
Rate 

 
σ(R) 

 
Counts 

 
σ(C) 

 
Rate 

 
σ(R) 

Std. 1 
UISO-12 

E1 

11.9% 
 

300 
 
2.0053 
 • 106 

 
1416 

R11 

6684.2 
σ( R11) 

4.7 
 
2.9467 
• 105 

 
543 

R12 

982.2 
σ (R12) 

1.8 

Std. 2 
127-002 

E2 

0.72% 
 

300 
 
7.2242 
 •105 

 
850 

R21 

1204.0 
σ( R21) 

1.4 
 
5.4769 
• 105 

 
741 

R22 

912.8 
σ (R22) 

1.2 

A =  __2.0646 • 10-3____ ± ____0.0030 • 10-3______ 
 

B =  _-1.9344 • 10-3____  ± ____0.0064 • 10-3______ 

                                          σAB = 1.52 • 10-11____ 

 
 



 

Work Sheet ENRH-2 - EXAMPLE 
DATA SHEET FOR NaI 235U ENRICHMENT MEASUREMENT 

--Hand Calculation -- 
--Verification -- 

 

Date: Sept. 1986    
Name: J. Sprinkle    
System #: 7    
186 keV ROI:       ch 258  to ch 338 (160—210 keV) 
Background ROI: ch 354  to ch 438 (220—270 keV) 

 

Calibration Constants: A = 2.0633 •10-3 

    B = -1.9182 • 10-3 

 

Formulas:     En = ARn1 + BRn2 

       σ(En) = [A2σ2(Rn1) + B2σ2(Rn2)]1/2 

           (n = verification sample number
 

 
Verification Sample 

Count 
Time 

 
 (LT,s) 

 
186-keV  ROI 

 
Background ROI 

 
Verification Results 

 
ID 

En
D − Declared
Enrichment 
(% 235U) 

 
Counts 

 
σ(C) 

 
Rate 

 
σ(R) 

 
Counts 

 
σ(C) 

 
Rate 

 
σ(R) 

 
En 

 
σ(En) 

En
D − En

En
D

 

σ En( )
En

 

Std. 3 

Unknown 

 
 

3.02% 

 
 

100 

 
 
2.2731 
• 105 

 
 

600 

R31 

2273 

σ(R31) 

6.0 

 
 
70197 

 
 

350 

R32 

701.0 

σ(R32) 

3.5 

 
 
3.34% 

 
 
0.015 

 
 
10.5% 

 
 
0.45% 

Std. 4     R41 σ(R41)   R42 σ(R42)     

 
 



 

VI. WinU235 ANALYSIS PROGRAM 
 

Next we will use an automated enrichment program to quickly calculate 
enrichments.  Close WinMCA and start WinU235. 
 
It is important to be proficient in setting up the MMCA.  Follow the next steps and confer with your 
instructor to ensure that you are familiar with the setup procedure. 
 
Setup and Calibration 
 
a. WinU235 has a shortcut on the desktop.  Double click to initialize.   
 
b. Choose SetUp/Read setup file and read the setup file recommended by your instructor from 
C:\Setup.   
 
c. With a 10-52% 235U item on the collimator, enter Amplifier setup and adjust the pole zero. 
 
d. Check that the 186-keV peak is in channel 300.  If the amplifier gain must be adjusted, use “auto” in 
the Visual Amplifier Gain feature under Setup→Amplifier.  Designate 300 as the target channel for the 
186-keV peak.  
 
e.   Adjust Pole Zero using the PZC Adjustment under Setup→Amplifier 
 
f. Pole Zero may affect gain, therefore check and readjust the gain as required. 
 
g. Once the gain and pole zero are to your satisfaction, select OK. 
 
h. Check that the ROIs are 260-340 and 350-445. 
 
a. Measure a standard enriched to 10-52% for 300 s.   
 
b. Save this spectrum in C:\Data. 
 
c. Measure another standard enriched to 2-3% for 600 s and save the spectrum.  Note that it is possible 
with WinU235 to measure more than two standards.  If you wish, select and measure a third standard. 
 
d. Use these files to generate new calibration constants. 
 
e. Review the list of items available and select 5 that span the range 1-93% 235U.  See the Materials 
list in this binder under the “Source Information” tab.    
 
Measurements 
 
a.  Make a 60-s measurement with the first unknown and from the peak area calculate the time required 
to acquire 1% statistics.  Change the preset and measure the item to achieve 1% statistics.  Save the 
spectrum. 



 

 
b. Record the pertinent information on the Excel spreadsheet. 
 
c. Measure the other four unknowns and save the spectrum.  
 
d. The numbers of interest are calculated by the spreadsheet.  After the final measurements are made, 
we will compare the results for the different measurement techniques and discuss our findings. 
 
e. Using an item with an enrichment in the range of 3-20% see how the following effect the 
measurement result.  Save all the spectrum. 
 
 1. Adjust the gain by 1%. 2%, 4%, and 10% 
 2. Simulate a larger background in the ROIs by placing a 137Cs in the field of view of the detector. 
 3. Simulate a recycled uranium item 
 4. Place an attenuator material between the item and the detector to simulate a thicker container 

wall than the calibration standard. 
 
VII.  NaiGEM ANALYSIS 
 
An alternative analytical technique that was developed by Ray Gunnick for determining the uranium 
enrichment of an item that was measured using the infinite thickness method is called NaIGEM (for NaI 
Gamma Enrichment Measurements). In this approach, computer generated response functions are used 
to fit the data to determine the 235U peak profile as well as the Compton scattering component of the 
spectrum due to the presence of higher energy lines from 238U (See Figure 4.) Because NaIGEM uses a 
fitted response function to determine the background underneath the 186 keV peak, only a single 
calibration measurement is needed to determine the relationship between the net area of the 186 keV 
peak, and the enrichment of the item for a given detector and collimator setup. In this exercise, we will 
reanalyze data taken with the NaI detector in order to compare the performance of NaIGEM with the 
WinU235 program. 
 
 



 

 
Fig.4. Response fitting of an Uranium spectrum showing the three main components using in the 

NaIGEM analysis.  
 
1,  Double click on the NaIGEM icon on the desktop to open the program. The NaIGEM window will 

open as seen in Figure 5. 



 

 
Fig. 5  NaiGEM Software  
 
 
2. Select the directory in which the NaI data files are stored. 
 
3. To calibrate, select Options-> 235U Calibration from the pull down tab. You will be prompted to 

select either weight % or atom % of the item being used to calibrate the program. Use one of the 
two data files used to calibrate the WinU235 system. Select weight % or atom % and then fill in the 
value box and the error box. Press ok. You will also need to specify the appropriate measurement 
parameters such as the collimator diameter and height, the sample matrix, and the thickness of any 
materials between the detector and the material. Next you need to select the appropriate data file 
corresponding to the calibration measurement. Click Analyze. The program will produce a 
calibration factor for the detector system that was used. 

 
4. To analyze the remaining files, select on the file you wish to analyze, adjust the measurement 

parameters for that measurement, and click analyze.   
 
 
 
 



 

VIII.  OPTIONAL EXERCISES 
 
1. Geometry and Attenuation Effects (NOTE: 100-s live time counts are recommended for these 

exercises.) 
 

A.  As long as the sample fills the field of view of the detector with an infinite thickness, our 
calibration does not change. 

 
 Pick a geometry so that the sample height can be varied up to 1.5 cm. 
 
 Measure one sample twice; place it as close to the detector as possible. 

 

 E01 =   ±  

 E02 =  ±  
 
 

 Measure the sample twice with it 1 cm farther away from the detector 
 
 

 E11 =   ±  

 E12 =  ±  
 

 Are there significant differences in these measurements? 
 
B. Now insert some aluminum (~1 cm), steel (~0.5 cm), or cadmium (~0.03 in.) between the 

sample and the collimator.  Remember to correct for the attenuation. 
 
 E1 =

E0
Tc1

 

 

 

where Tc1 = e−µρx

µρ(A1) =  0.351 cm-1 ± 0.01 cm-1,

µρ(Fe) =  1.21 ± 0.04, and

µρ(Cd) =  2.69 ± 0.09.

 

 
 



 

 E0 =   ±  

 E1 =  ±  
 
 

 Did the transmission correction produce significantly different results from those in Step 
A? 

 
C. With the detector at the same position relative to the samples during calibration, verify 

the enrichment of a sample using the same collimation size as was used during the 
calibration. 

 
 

 E0 =  ±  
 
 

 Now change the size of the collimator and verify the enrichment of the same sample. 
 
 

 E1 =  ±  
 
 

 Were there differences in the two results?  If so why? 
 
D. With the same setup as in exercise C, attempt to verify the enrichment of one of the 235U 

foils. 
 
 

 E =  ±  
 

 How does your result differ from the declared enrichment value?  (~93%).  If there is a 
difference, why? 

 
2. Measurement background effects 
 

A. Using the calibration enrichment setup, verify the enrichment of a sample. 
 
 

 E0 =  ±  
 
 
 Repeat the measurement with a 137Cs source introduced between the detector and sample. 



 

 
 

 E1 =  ±  
 
 

 Do the two measurements agree?  If not, why? 
 
B. Using the calibrated enrichment setup, verify the enrichment of a sample. 

 
 

 E0 =  ±  
 
 

 Repeat the measurement with a 235U foil placed below the detector. 
 
  

 E1 =  ±  
 

 
 Do the two measurements agree?  If not why not? 
 



 

IX.  ENRICHMENT MEASUREMENT USING HPGE DETECTOR 
 
 The enrichment measurements will be carried out with a MCA-166 MCA and a HPGe 
detector. 
 The resolution of the HPGe detector is much better than that of a NaI detector and the net 
area of the 186-keV peak can be obtained from a single spectrum. This allows the use of just one 
standard to calibrate the system.  
 The net peak area of the 186-keV peak can be determined by several methods such as with a 
single ROI (used by commercial data acquisition software such as Maestro of Ortec of Genie 
2000 of Canberra), through a least-squares fitting algorithm, or the 3-ROI method (to be 
described). The net peak rate R (Fig. 4) can be computed from: 
  
 

Fig. 4.  Background subtraction for a HPGe detector 
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where R1, R2,  and R3 are the areas per unit time of the ROI1, ROI2, and ROI3 
and  n1, n2,  and n3 are the numbers of the channels of the ROI1, ROI2, and ROI3. 
 
The 235U enrichment E is then  
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where A is the calibration constant to be determined from a single standard. 
 
 

ROI 1 ROI 3ROI 2

185.7 keV

ROI 1 ROI 3ROI 2

185.7 keV

ROI 1 ROI 3ROI 2

185.7 keV

ROI 1 ROI 3ROI 2

185.7 keV



 

EXERCISES 
 
1. Connect the MCA to the HPGe detector. Depending on the HV requirement of the detector, 

the polarity of the MCA may need to be changed (your instructor will do it for you). 
 
2. Attach a 0.08-cm (0.032 in.) thick cadmium disk to the front surface of the HPGe detector.  
 
3. Place the HPGe detector into its lead shield and collimator.  
 
3.  Run WinMCA and set up the MCA to acquire data in 4K channels at 0.075 keV/ch. 

(Calibrate the system with a 1-point calibration such as 75 keV at channel 1000.) 
 
 Place a 235U sample next to the detector and collect a spectrum. The 186-keV peak should be 
at channel 2476. Set up the 3 ROI regions at 184-187.5 keV, 179.5-181 keV, and 188.5-190 keV. 
The ROI regions may not look the same as those in Fig. 4. 
 To take our calibration data, we will use a standard in the range 10-20% enrichment. We will 
take data to fill in the blanks on Work Sheet ENRH-3. The formulas on the work sheet will lead 
you through the calculation of the calibration constants.  
 After you have calculated the calibration constants you are ready to measure the unknown 
samples and calculate their enrichments. You should use Work Sheet ENRH-4 to record your 
data. The work sheet shows formulas for calculation of enrichment and its precision (one 
standard deviation).  



 

Work Sheet ENRH-3 
DATA SHEET FOR HPGe ENRICHMENT MEASUREMENT 

--HAND Calculation -- 
--Calibration -- 

 
Date:_____________________   
Name:____________________ Formulas:            . Solution:                      . 
System #:__________________ E = AR A = E / R = [R1 – (n1/2)(R2/n2+R3/n3)] 
ROI 1: ch_____to ch _____(184-187.5 keV) E = A [R1 – (n1/2)(R2/n2+R3/n3)]  
ROI 2 ch______to ch_____(179.5-181 keV)  σ(A) = (A/R)σ(R) 
ROI 3 ch______to ch_____(188.5-190 keV)  σ(R) = {[σ(R1)]2+(n1/2)2[(σ(R2)/n2)2+(σ(R3)/n3)2]}1/2 
   

STANDARD 
SAMPLE 

Count 
Time 

186-keV ROI1 Background ROI2 Background ROI3 

 
ID 

Enrichment 
(% 235U) 

 
(LT,s) 

 
Counts 

 
σ(C) 

 
Rate 

 
σ(R1) 

 
Counts 

 
σ(C) 

 
Rate 

 
σ(R2) 

 
Counts 

 
σ(C) 

 
Rate 

 
σ(R3) 

Std. E 300   R1 σ (R1)   R2 σ (R2)   R3 σ (R3) 

A=__________________________________________ 
σ(A)=________________________________________ 

 
 



 

Work Sheet ENRH-4 
DATA SHEET FOR HPGe 

235
U ENRICHMENT MEASUREMENT 

--Hand Calculation -- 
--Verification -- 

Date:_______________________________________ 

Name:______________________________________ 

System #:___________________________________ 

186-keV ROI1: ch ____________to ch ___________(184-187.5 keV) 

Background ROI2: ch _________to ch____________(179.5-181 keV) 

Background ROI3: ch _________to ch____________(188.5-190 keV) 

 

Calibration Constants:  A = _________________ 

    σ(A) = ________________ 

 Formulas:   E = AR = [R1 – (n1/2)(R2/n2+R3/n3)] 

                σ(E) = [A2σ2(R) + σ2(A)R2]1/2 

σ(R) = {[σ(R1)]2+(n1/2)2[(σ(R2)/n2)2+(σ(R3)/n3)2]}1/2 

 

Verification Sample Count 

Time 

 

 (LT,s) 

186-keV ROI1 Background ROI2 Background ROI3 Results  

ID Enrich 
% 235U 

Counts σ(C) Rate σ(R1) Counts σ(C) Rate σ(R2) Counts σ(C) Rate σ(R3) E σ(E) 

Std. 1                 

Std. 2                 



 

X. Response Function Technique FRAM—HPGe System 
 

In this exercise, we use FRAM to assay the same five items as in the previous 
exercises.  These programs do not require standards or calibration. 

 
1. Physical Setup 

a. The physical setup for the HPGe detector will be the same as was used in 
the basic gamma-ray lab with the detector connected to an ORTEC 
DigiDart MCA. Measurements will be performed using a 0.075 keV/ch 
energy gain for the planar detector and a 0.125 keV/ch energy gain for the 
coaxial detector. 

b. Remove any collimator in front of the detector to allow for high input rate.  
c. An optional thin cadmium absorber (~0.5-1 mm) may be used to shield 

the low energy gamma rays to reduce the probability of sum peak 
production. 

 
2. Measurement 

a. Ask your instructor to put one of the 5 unknowns in front of the detector. 
b. Start the acquisition. Adjust the source-detector distance as necessary so 

that the dead time is about 20% (if possible). Remember to clear the 
spectrum as you do the adjustment. 

c. After the acquisition is completed, save the spectrum in the SPE format 
with an appropriate name representing the measurement. 

d. Examine the spectrum closely at the 100 keV region. Try to estimate the 
enrichment of the sample. The U235 enrichment can be estimated as 
235U Enrichment% = 10*H(93.4keV)/H(92.6keV) where H is the height of 
the peak.  

 
3. FRAM analysis 

a. Startup FRAM 
b. Select Measure | Analyze to open the Analyze dialog box. 



 

 
 

Fig. 7.  FRAM Analysis dialog. 
 

c. Click on the "Browse..." button to navigate the directories and select the 
spectrum to analyze. 

d. Select the Storage Format IAEA MMCA. 
e. In the Parameter Set box, select the ULEU_Plnr_060-250 (or 

UHEU_Plnr_060-250 depending on the sample's enrichment) parameter 
set. 

f. Check Pu242/U236 by correlation radio button. 
g. Check Physical Efficiency model radio button. 
h. Check Auto analysis check box. 
i. Click on OK to analyze the spectrum. 
j. Examine the displayed results for any warning flag. 
k. Examine the efficiency curve for any abnormality by selecting Efficiency 

option. 
l. Examine the least-squares fits for any abnormality by selecting Fits 

option. Scan through the regions. 



 

m. Examine the energy calibration and the regions used in the analysis by 
selecting the Region radio button. Explore the regions of the spectrum 
using the fill, line, lin, log, X in, X out, Y in, Y out, and O (return to 
original) buttons. 

n. Select the Ecal, Fcal, and Scal to quickly check the peaks used for 
energy, FWHM, and shape calibrations. 

o. Select the Med Result or Long Result button to examine the analysis 
and results in more detail. 

p. Record the 235U enrichment result into the spreadsheet. 
 
Repeat the measurement and analysis for the other 4 unknowns. 
 

  OPTIONAL EXERCISE 1 — FRAM AND THE WALL THICKNESS PROBLEM (PLANAR 
HPGE) 
A. Background 

FRAM requires high quality spectra to analyze the highly convoluted 100-keV 
region.  Thick attenuators not only decrease the count rate in the 100-keV region, 
but also produce poor peak shapes.  If attenuation becomes too extreme, the 
analysis fails.  The goal of this exercise is twofold.  One part is to study the failure 
mechanism by examining the region around 93-keV and document it sufficiently to 
recognize potential conditions for failure.  Second is to observe the exponential 
nature of the attenuation of gamma-rays using the 186-keV peak.   

  
B. Physical Setup 

1. Identical to the previous FRAM Exercise, except as noted 
2. Use the 10-52% Standard 
3. Set of suitable attenuators 

 
C. Measurements 

1. Create a “93-keV” ROI from 91.5-keV to 94-keV (this is the part of the X-ray 
region that is critical to FRAM analysis employing the 100-keV region) 

2. Create an ROI for the 186-keV peak. 
3. Measure the standard with no attenuator and put the result in the table below. 
4. Place attenuators in front of the detector to simulate an increased wall thickness.   
5. Fill in the table with the required information for each attenuator. 
6. Record in the comments section any warning or error messages. 
7. Record the net counts in the 93-keV ROI and the 186-keV ROI, and take the 

ratio of the net counts for each peak with that of the net counts where no 
attenuator was present.  

8. Analyze the spectrum using the UHEU_Plnr_060-250 parameter set. When 
failure occurs, record the error message in the comments section and note the 
net counts in the 93-keV ROI. 

9. Calculate the thickness of the final attenuator from the ratio of the ROI of the 186 
keV peak, with and without attenuator.  



 

10. Measure the attenuator with a set of calipers and compare this measured value 
with the value calculated using the 186 keV peak.  

11. Convert this thickness to units of density thickness (g/cm2) and record. 
12. If time permits, try different absorbers (Cd, Ta, W, Pb, etc.) 

 
Attenuator Measured 

Enrichment 
ROI(93) ROI(93) 

ROI0(93) 
ROI(186) ROI(186) 

ROI0(186) 
Comments 

Mat’l Thick(cm)       
None -0-   1.00  1.00  
        
        
        
        
        
        
        

 
At Failure:  
Attenuator Material ( µfe at 185.7 keV is 0.165 cm2/g or 1.26 cm-1 ) _________________ 
 
Measured Thickness of Attenuator (Cm) _______________ 
 
Calculated Thickness from 5th Column ________________ 
 
Thickness in g/cm2 __________________ 
 

 

OPTIONAL EXERCISE 2 — FRAM AND THE WALL THICKNESS PROBLEM (COAXIAL 
HPGE) 
A. Background 

It does not take much to shield the peaks in the 100-keV region from getting into 
the detector. What this means is if the uranium is stored in a thick wall container 
then the analysis employing the 100-keV region may not work. Then one must use 
the higher energy peaks to calculate the isotopic composition of the material. The 
peaks in the region above the X-rays are sparsely populated and their areas can 
be easily obtained. It therefore does not require excellent resolution such as that of 
a planar HPGe. The coaxial HPGe is the choice for these measurements since its 
resolution is good enough and its efficiency is much better than that of the planar 
HPGe. 

 
B. Physical Setup 



 

1. Setup the coaxial HPGe detector system to acquire data in the 8K channels with 
the energy calibration 0.125 keV/ch.  

2. Use the 10-52% Standard 
3. Set of suitable attenuators 

 
C. Measurements 

1. Create an ROI for the 186-keV peak. 
2. Create an ROI for the 1001-keV peak. 
3. Measure the standard with no attenuator and put the result in the table below. 
4. Place attenuators in front of the detector to simulate an increased wall thickness.   
5. Fill in the table with the required information for each attenuator. 
6. Record in the comments section any warning or error messages. 
7. Record the net counts in the 186-keV ROI and the 1001-keV ROI, and take the 

ratio of the net counts for each peak with that of the net counts where no 
attenuator was present.  

8. Analyze the spectrum using the U_Cx_120-1010 parameter set. When failure 
occurs, record the error message in the comments section and note the net 
counts in the 186-keV ROI. 

9. Calculate the thickness of the final attenuator from the ratio of the ROI of the 186 
keV peak, with and without attenuator.  

10. Measure the attenuator with a set of calipers and compare this measured value 
with the value calculated using the 186 keV peak.  

11. Convert this thickness to units of density thickness (g/cm2) and record. 
12. If time permits, try different absorbers (Cd, Ta, W, Pb, etc.) 

 
Attenuator Measured 

Enrichment 
ROI(186) ROI(186) 

ROI0(186) 
ROI(1001) ROI(1001) 

ROI0(1001) 
Comments 

Mat’l Thick(cm)       
None -0-   1.00  1.00  
        
        
        
        
        

 
At Failure:  
Attenuator Material ( µfe at 185.7 keV is 0.165 cm2/g or 1.26 cm-1 ) _________________ 
 
Measured Thickness of Attenuator (Cm) _______________ 
 
Calculated Thickness from 5th Column ________________ 
 
Thickness in g/cm2 __________________ 
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Plutonium isotopic measurements 
 

 

China COE NDA Training Course 
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Why Measure Pu-Isotopic Composition? 

• Neutron Coincidence Counting 
– 240Pueff = (2.52×238Pu)  +  (1.00×240Pu)  +  (1.68×242Pu) 

 

 

• Calorimetry 

 
 

 

– n = number of isotopes in the item 

– Ri = mass fraction (mi/Mtotal Pu) of the ith isotope 

– Pi = specific power of the ith isotope 

 

 

 

 
 

Peff =  Ri Pi 
i=1 

n 
238Pu   567.57 mW/g 
239Pu   1.9288 mW/g 
240Pu   7.0824 mW/g 
241Pu   3.4120 mW/g 
242Pu   0.1159 mW/g 
241Am  114.20 mW/g 

 

isotopics) (from

y)Calorimetr (fromPower 
Puofmass

effP


istopics) (from

counting)neutron  (from 
Puofmass

240

240

effPu

m
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Neutron Coincidence Counting 

MORAL:  240Pu is the critical isotope 

Effect of 10% error in measured isotopic 

abundances 

Isotope 
Error in mass 

measurement 

238Pu <0.1% 

242Pu <1.0% 

240Pu ~10% 
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Plutonium g-ray Spectrum 

241Am 

60 keV 
241Pu 

208 keV 

239Pu 

203.5 keV 

X-ray Region 

239Pu 

129 keV 

400-keV Region 

Shielding can change this picture dramatically! 
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Note: No useful g-rays 

for 242Pu 
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Why Analyze the 94-104 keV Region 

240Pu Peak 

Intensity:  

Compare the 

intensity of the peak 

at 104 keV with that 

of the one at 160 keV 
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FRAM Isotopic Analysis Software 

• FRAM is a powerful isotopic analysis code. 

• Fixed-energy Response-function Analysis with Multiple 

efficiencies  

• Self-calibration using several gamma-ray peaks  

• Analyze gamma ray data from 30keV to >1MeV of HPGe planar, 

HPGe Coaxial, or CdTe detector 

• The key difference between FRAM and other isotopic analysis 

codes (such as the Multi-Group Analysis (MGA) software from 

LLNL) is the use of user-editable analysis parameters in the 

latter. 
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Plutonium Analysis Regions of FRAM 

7 
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The FRAM Approach (Low Energy Region) 

• Determine the Compton Background 

• Define peak shapes (60 -208 keV) 

• Determine relative efficiency curve (60-208 keV) 

• Determine response functions (94 – 104 keV) 

• Fit the data with the response functions 

• Estimate the relative 242Pu content   

– no useful g-rays for 242Pu 
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Compton Continuum 
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Gamma Ray Peak Fitting 
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X-Ray Peak Shape Convolution 
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Relative Efficiency Depends on Detector Efficiency 
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Curves normalized so that maxima above the K-edge of Uranium are unity. 

Generally, detector efficiency decreases as energy 
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energies than planar detectors because they are thicker. 
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Relative Efficiency Depends on External Attenuation 
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Efficiency Depends on Item 

= Low E g Rays 

= High E g Rays 

Large Mass Pu Item 

Small Mass Pu Item 
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Relative Efficiency Curve Components 



16 

Measuring isotope ratios 

• Using relative efficiency and isotope ratios makes analysis 

independent of: 

– Item Characteristics (size, shape, etc. – no calibration) 

– Data Acquisition Limitations (pulse pile up, dead time, etc.) 

Requires: 

Plutonium Isotopic Homogeneity 

Pu and Am must have uniform spatial distribution 

Isotopic Homogeneity: 

Metal 

80% Pu239 

15% Pu240 

Powder 

80% Pu239 

15% Pu240 

Powder 

80% Pu239 

15% Pu240 

Powder 

50% Pu239 

45% Pu240 

Isotopic Heterogeneity: 

The Exception: 

Pu-metal in Am241 salt 
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Response Function Analysis 

Plutonium X-ray Region
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FRAM Pull-Down Menus: MEASURE 

• The Acquire Data option 

acquires data in the MCA 

and stores the data in a file.  

No analysis is performed. 

• The Measure Sample option 

acquires data in the MCA 

and completes an analysis 

after the data acquisition 

finishes. 

• The Analyze Data option 

analyzes data from a file. 

• The ISOPOW option allows the user to decay 

correct the isotopic fractions of a plutonium 

sample from any arbitrary date to any other 

date, either forward or backward in time. 

• The Compare option compare the just 

analyzed results with the declared values. 
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Measure Plutonium Sample 
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Display Results 
 PC FRAM (5.1)     Isotopic Analysis     2013-03-04 09:37:16 

 (Fixed energy Response function Analysis with Multiple efficiencies) 

 Operator ID:   

  

 spectrum source:  C:\FRAMdata\Spectra\FRAM.chn 

 spectrum date:  1993-10-09 20:39:14 

 live time:  5714 s 

 true time:  7200 s 

 num channels:  8192 

  

 parameter set:  Pu_Cx_120-460 (2011.05.11 18:25) 

     Pu Coax,  Equilibrium, 120-460keV 

     Physical Efficiency,  Gain 0.125 keV/ch, Offset 0 keV 

 comment:   

 ****************************************************************************** 

 ****************************************************************************** 

 diagnostics passed. 

  

                                                  (By Corr) %Am241/Pu 

  

              Pu238     Pu239     Pu240     Pu241     Pu242     Am241 

 mass%       0.0116   93.3419    6.4562    0.1571    0.0332    0.1683 

 sigma       0.0004    0.0630    0.0631    0.0002    0.0007    0.0012 

 %RSD        3.55%     0.07%     0.98%     0.13%     2.06%     0.69% 

  

 %TotPwr     2.60     71.42     18.14      0.21    <  .01      7.62 

  

 Specific Power (W/gPu):   (     2.5208 +/-     0.0053)e-003  (  0.21%) 

  

 Effective Pu240 fraction: (     6.5412 +/-     0.0631)e-002  (  0.97%) 

  

 Time since chemical separation:    5558.8  +/-   27.3  days  (  0.49%) 

  

 Relative mass ( U235 / Pu):    1.519e-004  (>99.99%) 

 Relative mass (Np237 / Pu):    2.410e-005  (  2.02%) 

 Relative mass (Am243 / Pu):    7.936e-010  (>99.99%) 
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FRAM Pull-Down Menus: OPTIONS 

• FRAM provides diagnostic tools for the user to check the 

quality of the analysis 

• Diagnostic Tools 
– Plot Spectrum (several different ways) 

– Plot Efficiencies 

– Display Fits 

– Display Results 
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Plot Spectrum: Checking the energy 

calibration, log & line mode. 

ROIs aligned with peaks 

Default ECAL is OK 
ROIs NOT aligned with peaks 

Check default ECAL 
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Display Efficiency curve 
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Display Fits 
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Parameter Sets 
• A group of user-editable parameters that guide the analysis of a given 

spectrum 

– peaks to be analyzed 

– energy calibration 

– detector type (coaxial or planar) 

– isotopes of interest and contaminants 

Material / Energy Range [keV] Standard FRAM Parameter Set* 

U / 60 - 250 ULEU_Plnr_060-250, UHEU_Plnr_060-250 

U / 120 – 1010 U_Cx_120_1010 

Pu / 60 - 230 Pu_Plnr_060-230 

Pu / 120 – 460 Pu_Plnr_120-420, Pu_Cx_120-460 

Shielded Pu / 180 - 1010 Pu_Cx_180-1010 

MOX / 60 - 230 Mox_Plnr_060-230 

MOX / 120 – 460 Mox_Plnr_120-420, Mox_Cx_120-460 

Shielded MOX / 180 - 1010 Mox_Cx_180-1010 
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FRAM Proven Performance 

• Size: ~1mg (fresh Pu) to criticality 

limits 

• ~0 - >95% 240Pu 

• 0 - 100% 241Am 

• Interferences from 

– 243Am-239Np 

– 237Np 

– 244Cm 

• many others 

• 80% 238Pu 

• Lead-shielded samples 

– (30mm demonstrated) 

 

• Heterogeneous Am/Pu 

• Nonequilibrium 241Pu-237U 

• MOX :  235U/Pu up to 35 

• 80 - 95% 242Pu 

• 234U, 235U, 238U in pure Uranium 
(no Pu),  0.2 to >97% 235U 

• 235U: 241Am: Pu = 24:1:1 (as one 
example of variable waste) 
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Lab Exercises 

• Small mass items (ISO and PIDIE) 

– How well does FRAM work under best case 

conditions? 

• MOX: Learn how FRAM works for U/Pu items 

– Does it see natural uranium? 

• Effects of count rate and dead time 

• Operation of FRAM 
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Measurement of Plutonium Isotopic Composition 
 

Laboratory Exercises 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Laboratory exercises in the theory and practice of gamma-ray measurements of the 
isotopic composition of plutonium using the FRAM and MGA Codes 

China Center of Excellence 
Nondestructive Assay Training Course 
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Objective:  
• To provide students with laboratory experience in gamma-ray assay of plutonium isotopic 

composition. This module is designed to provide comprehensive instruction in the MGA 
and FRAM methods and the measurement techniques that produce optimum results. The 
student will participate in exercises designed to show the main features of MGA and 
FRAM and compare the results of the 2 analytical codes. 

 
Equipment:   
Two HPGe detector systems: 

• Planar HPGe with the Inspector 2000 hardware and Genie 2000 software 
• Coaxial HPGe with the DSPCE Plus or DigiDart MCA (with Maestro acquisition software) 

 
Nuclear Materials:  

• CBNM Pu series 
• PIDIE series 
• ISOSTD series 
• EUPU MOX series 

 
Instructors: 

• Los Alamos National Laboratory Technical Staff 
 
Lesson Plan: 

• Duc Vo, LANL 
• Original Release: 2005 
• Revision: February 2006 
• Revision: March 2007 
• Revision: June 2008 
• Revision: March 2011 
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Laboratory Exercises  
There are 4 gamma ray detector systems, two planar HPGe detectors and two coaxial HPGe 
detectors. The group will be divided into 2 sub-groups. Each sub-group will operate both 
detector systems. 
 
 
A. Planar HPGe with the MGA and FRAM Codes (~ 1.5 hrs) 
 
• The detector system is already setup for your measurements. It has a thin cadmium 

absorber (~1 mm) to shield the low energy gamma rays to reduce the dead time. The energy 
calibration is 0.075 keV/ch and the conversion gain is 8K channels. This setup will allow you 
to collect a single spectrum that can be analyzed by MGA and the low energy range of 
FRAM (60-230-keV region) and the middle-energy range of FRAM (120-420-keV region). 
Collecting data in this manner will provide you with the opportunity to make many 
comparisons among the three analysis methods and see the advantages and disadvantages 
of each. 

• MGA can analyze a spectrum stored in the disk. It cannot interface with a MCA system to 
control the data acquisitions. 

• FRAM can interface with a MCA system (Canberra or Ortec) to control the data acquisitions.  
• You will study the FRAM User Interface by concentrating on the Measure menu and the 

options in the dialog bar. The Measure menu has three ways to acquire/analyze data: 
Acquire data, Analyze data, and Measure sample. For this exercise with the planar 
detector, we will experience only the Analyze data process. The other 2 processes are done 
with the coaxial HPGe detector exercise.  

 
 

1. Isotopic wide-range analysis 
 
• These measurements are done using the native data acquisition software of the system. For 

the Ortec MCA, it is Maestro.  
• Startup Maestro.  
• Set the count time to 200 s real-time. 
• Ask your instructor to put a source of low-burnup plutonium in front of the detector.  
• Start the acquisition. Adjust the source-detector distance as necessary so that the dead time 

is about 20% (if possible). Remember to clear the spectrum as you do the adjustment. 
• After the acquisition is completed, save the spectrum in the CHN format with an appropriate 

name representing the measurement.  
 

a. MGA Analysis 
• Startup the standalone MGA code.  
• Set the file default (left of dialog box) to *.chn 
• Navigate the directory tree by double clicking on the directories in the directory window (top 

left of figure). 
• Select the spectrum and click the large Analyze button to analyze. (You can also double 

click the file to analyze without having to click the Analyze button.) 
• Record the 240Pu effective results into Table 1. 
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b. FRAM 60-230-keV region analysis 
• Startup FRAM 
• Select Measure | Analyze to open the Analyze dialog box. 
 

Table 1. Planar HPGe wide-range results 
 Real 

time 
Dead 
time 

Pu240 
eff% 

Pu240eff 
(MGA) 

Pu240eff 
FRAM 60-230 

Pu240eff 
FRAM 120-420 

File Name  (s) (%) Decl. Value Err Value Err Value Err 
 200         
 200         
 200         
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• Click on the "Browse..." button to navigate the directories and select the spectrum to 

analyze. 
• Select the Format Ortec 'chn'. 
• In the Parameter box, select the Pu_Plnr_060-230 parameter set. 
• Check Pu242/U236 by correlation radio button. 
• Check Physical efficiency radio button. 
• Uncheck Auto Analysis box. 
• Click on OK to analyze the spectrum. 
• Examine the displayed results for any warning flag.  
• Examine the efficiency curve for any abnormality by checking the Efficiency radio button. 
• Examine the least-squares fits of the regions for any abnormality by selecting Fits. Scan 

through the regions. 
• Examine the energy calibration and the regions used in the analysis by selecting the Region 

radio button. Explore the regions of the spectrum using the fill, line, lin, log, X in, X out, Y 
in, Y out, and O (return to original) buttons. 

• Select the Ecal, Fcal, and Scal to quickly check the peaks used for energy, FWHM, and 
shape calibrations. 

• Select the Med Result or Long Result button to examine the analysis and results in more 
detail. 

• Record the 240Pu effective results into Table 1. 
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c. FRAM 120-420-keV region analysis 

• Analyze in exactly the same way as with the 60-230-keV region analysis but use the 
parameter set Pu_Plnr_120-420 instead of the Pu_Plnr_060-230 as done previously. This 
middle-energy range analysis does not require the efficiency curve to cross the plutonium 
absorption edge so either the Physical efficiency model or Empirical efficiency model can 
be used. You may try both efficiency models and see how they differ.  

• Examine the results, efficiency curve and regional fits for any flag and abnormality. 
• Record the 240Pu effective results from Physical efficiency model analysis into Table 1. 
• Note that the 240Pueff precision from the FRAM analysis using the 120-420-keV range is 

significantly poorer than that obtained by MGA and by FRAM employing the 60-230-keV 
region. This is because the 104.2-keV peak from 240Pu used by MGA and FRAM 60-230-keV 
region analysis is about 18 times more intense than the 160.3-keV peak used by FRAM 120-
420-keV region analysis. 

• Re-analyze the spectrum using the parameter set Pu_Plnr_120-420 and Physical 
efficiency model but this time check the Auto analysis check box. 

• Examine the results.  
 
• Ask your instructor to put a source of mid-burnup plutonium in front of the detector. Readjust 

the source-detector distance to achieve 20% dead time if possible. Repeat the process of 
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acquiring the spectrum and analyzing the spectrum using MGA, low energy FRAM, and 
middle-energy range FRAM. Record the results into Table 1.  

 
• Ask your instructor to put a source of high-burnup plutonium in front of the detector. Readjust 

the source-detector distance to achieve 20% dead time if possible. Repeat the process of 
acquiring the spectrum and analyzing the spectrum using MGA, low energy FRAM, and 
middle-energy range FRAM. Record the results into Table 1.  

• Compare and discuss the results. 
 

2. Effects of absorbers on the analysis 
 
• Ask your instructor to put a source of mid-burnup plutonium (preferably one of the CBNM or 

the ISOSTD series) in front of the detector. Readjust the source-detector distance to achieve 
20% dead time if possible. Repeat the process of acquiring the spectrum and analyzing the 
spectrum using MGA, low energy FRAM, and middle-energy range FRAM. Record the 
results into Table 2. 

• As before, note that the 240Pueff precision from the FRAM analysis using the 120-420-keV 
range is significantly poorer than that obtained by MGA and by FRAM employing the 60-230-
keV region.  

 
• Add a 6mm steel plate to the front of the detector. Readjust the source-detector distance to 

achieve 20% dead time if possible.  
• In Maestro, select File | Compare and pick the spectrum with no absorber that you just 

acquired. 
• Acquire the spectrum. Discuss the differences of the 2 spectra that you see on the screen. 
• Save the spectrum with an appropriate name.  
• Analyze the spectrum using MGA, low energy FRAM, and middle-energy range FRAM. 

Record the results into Table 2.  
• Compare the 240Pueff precision from the FRAM analysis using the 120-420-keV range with 

those of lower energy analyses. Discuss. 
 
• Repeat for 12, 18, and 24 mm steel absorber. Record the results into Table 2. 
 

 
• Repeat the for 0.8, 1.6, and 2.4 mm lead absorber. Record the results into Table 3. 
• Discuss the results. 
 
 
 
 

Table 2. Effects of Fe Attenuation on Assay Results of the Planar HPGe detector 
 Fe Real 

time 
Dead 
time 

Pu240 
eff% 

Pu240eff 
(MGA) 

Pu240eff 
FRAM 60-230 

Pu240eff 
FRAM 120-420 

File Name (mm)   (s) (%) Decl. Value Err Value Err Value Err 
 0 200         
 6 200         
 12 200         
 18 200         
 24 200         
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Table 3. Effects of Pb Attenuation on Assay Results of the Planar HPGe detector 
 Pb Real 

time 
Dead 
time 

Pu240 
eff% 

Pu240eff 
(MGA) 

Pu240eff 
FRAM 60-230 

Pu240eff 
FRAM 120-420 

File Name (mm)   (s) (%) Decl. Value Err Value Err Value Err 
 0 200         
 0.8 200         
 1.6 200         
 2.4 200         
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B. Coaxial HPGe with the FRAM Code (~ 1.5 hrs) 
 
• The detector system is already setup for your measurements. It has a thin cadmium 

absorber (~1 mm) to shield the low energy gamma rays to reduce the dead time. The energy 
calibration is 0.125 keV/ch and the conversion gain is 8K channels. This setup will allow you 
to collect a single spectrum that can be analyzed by FRAM using 2 different energy regions 
120-460-keV and 180-1,010-keV. Collecting data in this manner will provide you with the 
opportunity to make comparisons among the 2 analytical methods and see the advantages 
and disadvantages of each. 

• FRAM can interface with a MCA system (Canberra or Ortec) to control the data acquisitions.  
• You will study the FRAM User Interface by concentrating on Measure and the options in the 

dialog bar The Measure menu has three ways to acquire/analyze data: Acquire data, 
Analyze data, Measure sample. We will experience all three ways for different 
measurements. 

 
 

1. Isotopic wide-range analysis 
 
• For this exercise, the native data acquisition software of the system is used to setup the 

system for optimal measurements. For the Ortec MCA, it is Maestro. FRAM is used to 
control the data acquisition. 

• Startup Maestro.  
• Ask your instructor to put a source of low-burnup plutonium in front of the detector.  
• Start the acquisition.  
• Check the setup of the system. Check the energy calibration.  
• At this point, you can just ignore Maestro or even end it. 
• Start FRAM. 
• Select Measure | Acquire.  
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• Set the count time to 200 s true time. 
• Enter the Sample name. 
• Click on the MCA drop box and select the correct MCA. 
• Check the Save Spectra box and enter the appropriate file name for the spectrum. Select 

Ortec 'Chn' as the storage format. 
• Click on start to acquire data.  
• Check the dead time and adjust the source-detector distance as necessary so that the dead 

time is about 40% (if possible).  
• After the acquisition is finished, FRAM will save the spectrum.  
 

a. FRAM 120-460-keV region analysis 
• Select Measure | Analyze to open the Analyze dialog box. 
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• Click on the "Browse..." button to navigate the directories and select the spectrum to 

analyze. 
• Select the Format Ortec 'chn'. 
• Select Pu_Cx_120-460 parameter set for the analysis.  
• Check Pu242/U236 by correlation radio button. 
• This analysis does not require the efficiency curve to cross the plutonium absorption edge so 

either the Physical efficiency model or Empirical efficiency model can be used. You may 
try both efficiency models and see how they differ. However, for consistency, record only the 
results from the Physical efficiency model analysis. 

• Uncheck Auto Analysis box. 
• Click on OK to analyze the spectrum. 
• Examine the displayed results for any warning flag. 
• Examine the efficiency curve for any abnormality by checking the Efficiency radio button. 
• Examine the least-squares fits of the regions for any abnormality by selecting Fits. Scan 

through the regions. 
• Examine the energy calibration and the regions used in the analysis by selecting the Region 

radio button. Explore the regions of the spectrum using the fill, line, lin, log, X in, X out, Y 
in, Y out, and O (return to original) buttons. 

• Select the Ecal, Fcal, and Scal to quickly check the peaks used for energy, FWHM, and 
shape calibrations. 
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• Select the Med Result or Long Result button to examine the analysis and results in more 
detail. 

• Record the 240Pu effective results into Table 4. 
 
 

 
 
 
 
 
 
 

 
 

b. FRAM 180-1010-keV region analysis 
• Analyze in exactly the same way as with the 120-460-keV region analysis but use the 

parameter set Pu_Cx_180-1010 instead of the Pu_Cx_120-460 as done previously.  
• Examine the results, efficiency curve and regional fits for any flag and abnormality. 
• Record the 240Pu effective results into Table 4. 
• Compare and discuss the 240Pueff results of the 2 FRAM analyses.  
• Re-analyze the spectrum using the parameter set Pu_Cx_180-1010 but this time check the 

Auto analysis check box. 
• Examine the results.  
 
• Ask your instructor to put a source of mid-burnup plutonium in front of the detector. Readjust 

the source-detector distance to achieve 40% dead time if possible. Repeat the process of 
acquiring the spectrum and analyzing the spectrum using the Pu_Cx_120-460 and 
Pu_Cx_180-1010 parameter sets. Record the results into Table 4.  

 
• Ask your instructor to put a source of high-burnup plutonium in front of the detector. Readjust 

the source-detector distance to achieve 40% dead time if possible. Repeat the process of 
acquiring the spectrum and analyzing the spectrum using the Pu_Cx_120-460 and 
Pu_Cx_180-1010 parameter sets. Record the results into Table 4.  

• Compare and discuss the results. 
 
 

2. Effects of absorbers on the analysis 
• For these measurements, you will experience the Measure | Measure option of FRAM. This 

option combines both the Acquire and Analyze options into one option. It will acquire the 
data and at the end of the acquisition, will automatically analyze the data.  

• Ask your instructor to put a source of mid-burnup plutonium (preferably one of the CBNM or 
the ISOSTD series) in front of the detector.  

• Select Measure | Measure to open the Measure dialog box. 
• Set the count time to 200 s true time. 
• Enter the Sample name. 
• Click on the MCA drop box and select the correct MCA. 
• Check the Save Spectra box and enter the appropriate file name for the spectrum. Select 

Ortec 'Chn' as the storage format. 
• Select parameter set Pu_Cx_120-460, Pu242/U236 by correlation, and Physical 

Efficiency model.  

Table 4. Coaxial HPGe wide-range results 
 Real 

time 
Dead 
time 

Pu240 
eff% 

Pu240eff 
FRAM 120-460 

Pu240eff FRAM 
180-1010 

File Name  (s) (%) Decl. Value Err Value Err 
 200       
 200       
 200       
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• Check the Auto analysis box. 
• Click on Start to acquire data. 
• Readjust the source-detector distance to achieve 40% dead time if possible.  
• After the acquisition is finished, FRAM will analyze the spectrum using the Pu_Cx_120-460 

parameter set. With the Auto analysis option on, FRAM will determine if a different analysis 
with a different parameter set may give a better result and will take appropriate action.  

• Examine the analysis and results. Record the results into Table 5. 
 
 

 
• If FRAM did not automatically analyze the spectrum using the Pu_Cx_180-1010 parameter 

set then select Measure | Analyze to open the Analyze dialog box and reanalyze the 
spectrum using the Pu_Cx_180-1010 parameter set.  

• Examine the analysis and results analyzed with Pu_Cx_180-1010 parameter set. Record the 
results into Table 5. 

• Compare the results of the 2 analyses.  
 
• Add a 1.6mm lead sheet to the front of the detector. Repeat the measurements and 

analyses. Readjust the source-detector distance to achieve 40% dead time if possible. 
Record the results into Table 5. 
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• Repeat the measurements for 3.2, and 4.8 mm lead absorber. Record the results into Table 
5. 

• Discuss the results. 
 
 

 
 
 
 
 
 
 
 
 
 
3. MOX analysis 

• Ask your instructor to put a low U235/Pu MOX sample (EUPU6) in front of the detector.  
• Start the acquisition. Adjust the source-detector distance as necessary so that the dead time 

is about 40% (if possible). 
• After the acquisition and analysis with the Pu_Cx_120-460 parameter set is completed (with 

the Auto analysis option turned off), examine the results, efficiency curve and regional fits for 
any flag and abnormality. Despite some abnormality, the results may still be reasonable. 
This parameter set is designed to analyze pure plutonium and low U235/Pu MOX (where 
U235/Pu is less than 0.1). The U235/Pu ratio for this sample is about 0.3 that so it may or 
may not work correctly. 

• It is better to use the correct parameter set to analyze MOX spectra. Reanalyze the 
spectrum using the Mox_Cx_120-460 parameter set. Examine the results, efficiency curve 
and regional fits for any flag and abnormality. Save the results into Table 6. Compare with 
the Pu_Cx_120-460 analysis. 

• Analyze the same spectrum using the Pu_Cx_180-1010 and Mox_Cx_180-1010 parameter 
sets. Examine the results, efficiency curve and regional fits for any flag and abnormality. 
Save the Pu240 effective results into Table 6.  

• Reanalyze the spectrum with the Auto analysis option on. Start with one of these parameter 
sets for the coaxial detector and see how FRAM pick its next parameter set for analysis. The 
Medium and Long results show how FRAM tests various criteria in order to come up with the 
next analysis. 

 
• Ask your instructor to put a higher U235/Pu MOX sample in front of the detector. Readjust 

the source-detector distance to achieve 40% dead time if possible. Repeat the process of 
acquiring the spectrum and analyzing the spectrum using the Pu_Cx_120-460, 
Mox_Cx_120-460, Pu_Cx_180-1010 and Mox_Cx_180-1010 parameter sets. Record the 
Pu240 effective results into Table 6. 

 
• Discuss the analysis and results. 

 
 
 
 

 

Table 5. Effects of Pb Attenuation on Assay Results of the Coaxial HPGe 
detector 

 Pb Real 
time 

Dead 
time 

Pu240 
eff% 

Pu240eff 
FRAM 120-500 

Pu240eff FRAM 
200-1010 

File Name (mm)   (s) (%) Decl. Value Err Value Err 
 0 200       
 1.6 200       
 3.2 200       
 4.8 200       
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Table 6. MOX Assay Results of the Coaxial HPGe detector 
 Real 

time 
Pu240 
eff% 

Pu240eff  
Pu_Cx_120-

460 

Pu240eff 
Mox_Cx_120

-460 

Pu240eff 
Pu_Cx_180-

1010 

Pu240eff 
Mox_Cx_18

0-1010 
File Name  (s) Decl. Value Err Value Err Value Err Value Err 

 200          
 200          



Gamma ray supplement for the COE training course 
 
 
 
Supplement material: Uranium analysis with U235View (of MGA++) 
 
Response Function Technique U235View — HPGe System 
 

In this exercise, we use U235View to assay the same five items as in the 
previous exercises.  These programs do not require calibration. 

 
1. Physical Setup 

a. The physical setup for the HPGe detector will be the same as was used in 
the basic gamma-ray lab with the detector connected to an ORTEC 
DigiDart MCA. Measurements will be performed using a 0.075 keV/ch 
energy gain.  

b. Remove any collimator in front of the detector to allow for high input rate.  
c. An optional thin cadmium absorber (~0.5-1 mm) may be used to shield the 

low energy gamma rays to reduce the probability of sum peak production. 
 
2. Measurement 

a. Ask your instructor to put one of the 5 unknowns in front of the detector. 
b. Set the acquisition time for 200 seconds real time. Start the acquisition. 

Adjust the source-detector distance as necessary so that the dead time is 
about 20% (if possible). Remember to clear the spectrum as you do the 
adjustment. 

c. After the acquisition is completed, save the spectrum in the SPE format 
with an appropriate name representing the measurement. (The SPE 
format will allow you to use FRAM v5.2Canberra to analyze the spectra 
acquired with an Ortec detector system.) 

d. Examine the spectrum closely at the 100 keV region. Try to estimate the 
enrichment of the sample. The U235 enrichment can be estimated as 
235U Enrichment% = 10*H(93.4keV)/H(92.6keV) where H is the net height 
of the peak. (Don’t forget to subtract the background.) 

 
3. U235View analysis 

a. Startup U235View 
b. Select Analyze | Setting to open the Analysis Setup page. 
c. Navigate to the Output Options tab and check to see if the “Screen 

output level” is any number but zero. (A Screen output level zero will 
cause the code to fail the analysis. It is a bug.) Ignore all other information 
in the tab. 

d. Navigate to other tabs of the Analysis setup page and examine the 
information but do not make changes. Click OK to exit the Analysis Setup 



page. Ignore all other tabs.

 
 

 
 

e. Select Analyze | Spectrum on Disk to open the Spectrum page. 

 
 
f. Check the “Use current analysis settings” check box. Since we haven’t 

made any changes in the Analysis Setup page, the current analysis 
settings should be the same or almost the same as the default setup. 

 
g. Click on the down arrow of the format list box and select the IAEA SPE 

Format. 
 



h. Click on Browse and navigate to the appropriate directory and select the 
file to analyze.  

i. Click on OK to analyze the spectrum. 
j. Examine the displayed results for any abnormal information or flag. 
k. Ask the instructor for the declared isotopic composition of the sample and 

compare the measured results with the declared values. 
l. Hit Enter to close the results window. 
m. Select Analyze | Display Background Fit and select the corresponding 

file (with the extension SPF). Explore the capability of the software by 
checking various check boxes. 

n. Select Analyze | Display Analysis Results and select the corresponding 
file (with the extension FIT). Explore the capability of the software by 
checking various check boxes. 

o. Record the 235U enrichment result into the table below. 
 
Repeat the measurement and analysis for the other 4 unknowns. 

File Real 
time (s) 

Declared 
%U235 

Measured 
%U235 

%error %bias (Mea-
Dec)/Dec 

      
      
      
      
      
      

 
 
OPTIONAL EXERCISE 1 — U235VIEW AND THE WALL THICKNESS PROBLEM 
(PLANAR HPGE) 
A. Background 

U235View requires high quality spectra to analyze the highly convoluted 100-keV 
region.  Thick attenuators not only decrease the count rate in the 100-keV region, 
but also produce poor peak shapes.  If attenuation becomes too extreme, the 
analysis fails.  The goal of this exercise is twofold.  One part is to study the failure 
mechanism by examining the region around 93-keV and document it sufficiently to 
recognize potential conditions for failure.  Second is to observe the exponential 
nature of the attenuation of gamma-rays using the 186-keV peak.   

 
B. Physical Setup 

1. Identical to the previous Exercise, except as noted. 
2. Use the 10-52% U235 standard samples. 
3. Set of suitable attenuators (2-24 mm steel). 

 
C. Measurements 

1. Create a “93-keV” ROI from 91.5-keV to 94-keV (this is the part of the X-ray 
region that is critical to the analysis employing the 100-keV region) 

2. Create an ROI for the 186-keV peak. 
3. Measure the standard with no attenuator and put the result in the table below. 



4. Place attenuators in front of the detector to simulate an increased wall 
thickness.   

5. Fill in the table with the required information for each attenuator. 
6. Record in the comments section any warning or error messages. 
7. Record the net counts in the 93-keV ROI and the 186-keV ROI, and take the 

ratio of the net counts for each peak with that of the net counts where no 
attenuator was present.  

8. Analyze the spectrum as in the previous section. When failure occurs, record 
the any error message in the comments section and note the net counts in 
the 93-keV ROI. 

9. Calculate the thickness of the final attenuator from the ratio of the ROI of the 
186 keV peak, with and without attenuator.  

10. Measure the attenuator with a set of calipers and compare this measured 
value with the value calculated using the 186 keV peak.  

11. Convert this thickness to units of density thickness (g/cm2) and record. 
12. If time permits, try different absorbers (Cd, Ta, W, Pb, etc.) 

 
Attenuator Measured 

Enrichment 
ROI(93) ROI(93) 

ROI0(93) 
ROI(186) ROI(186) 

ROI0(186) 
Comments 

Mat’l Thick
(cm) 

      

None -0-   1.00  1.00  
        
        
        
        
        
        
        
 
At Failure:  
Attenuator Material ( µfe at 185.7 keV is 0.165 cm2/g or 1.26 cm-1 ) _________________ 
 
Measured Thickness of Attenuator (Cm) _______________ 
 
Calculated Thickness from 5th Column (ROI(93)/ROIo(93)) ________________ 
 
Thickness in g/cm2 __________________ 
 



Supplement material: Plutonium analysis with MGAView and MGAHiView (of MGA++) 
 
Response Function Technique MGAView & MGAHiView — HPGe System 
 

This lab replaces the MGA section of the “Measurement of Plutonium Isotopic 
Composition” lab. In this exercise, we use MGAView to assay the items and 
compare the results with the declared values and those of the FRAM analysis.  
These programs do not require calibration standards. 

 
1. Physical Setup 

1. The physical setup for the HPGe detector will be the same as was used in 
the basic gamma-ray lab with the detector connected to an ORTEC 
DigiDart MCA. Measurements will be performed using a 0.075 keV/ch 
energy gain for the planar detector and a 0.25 keV/ch energy gain for the 
coaxial detector.  

2. Remove any collimator in front of the detector to allow for high input rate.  
3. A thin cadmium absorber (~1-2 mm) is needed to shield the 60-keV peak 

and to reduce the probability of sum peak production. 
 
2. Measurement 

1. Ask your instructor to put a sample in front of the detector. 
2. Set the acquisition time for 200 seconds real time. Start the acquisition. 

Adjust the source-detector distance as necessary so that the dead time is 
about 20% (if possible). Remember to clear the spectrum as you do the 
adjustment. 

3. After the acquisition is completed, save the spectrum in the SPE format 
with an appropriate name representing the measurement. (The SPE 
format will allow you to use FRAM v5.2Canberra to analyze the spectra 
acquired with an Ortec detector system.) 

4. Examine the spectrum and try to estimate the burnup of the sample. The 
ratio of the 208-keV peak height to that of the 203-keV peak is used. Table 
below shows the rough rule of thumb for estimating the burnup. This rule 
of thumb depends on the age of the material. 
R= A(208)/A(203) Pu Burnup Pu240 
R <1 Very low < 5% 
3 > R > 1 Low 5%< Pu240 < 10% 
10 > R > 3 Medium 10%< Pu240 < 20% 
R > 10 High 20%< Pu240  
 

 
3. MGAView analysis 

1. Startup MGAView 
2. Select Analyze | Setting to open the Analysis Setup page. 
3. Navigate to the Pu-242 calculation tab and check the “New method” 

radio button. Ignore all other information in the tab. 



4. Navigate to other tabs of the Analysis setup page and examine the 
information but do not make changes. Click OK to exit the Analysis Setup 
page. Ignore all other tabs. 

 
 

 
 



5. Select Analyze | Spectrum on Disk to open the Spectrum page. 

 
 
6. Check the “Use current analysis settings” check box. Do not check the 

“Two Spectra” box. It is for telescope detector only.  
7. Click on the down arrow of the format list box and select the IAEA SPE 

Format. 
8. Click on Browse and navigate to the appropriate directory and select the 

file to analyze.  
9. Click on OK to analyze the spectrum. 
10. Examine the displayed results for any abnormal information or flag. 
11. Ask the instructor for the declared isotopic composition of the sample and 

compare the measured results with the declared values. 
12. Close the results window. 
13. Select Analyze | Display Analysis Results and select the corresponding 

file (with the extension SPF).  
14. Explore the capability of the software by going to the View menu and 

selecting various functions to display. 
15. Record the Pu240eff result into the MGA section of the table below. 

 
Repeat the measurement and analysis for the other samples. 

 
 
OPTIONAL EXERCISE 1 — MGAVIEW AND THE WALL THICKNESS PROBLEM 
(PLANAR HPGE) 
A. Background 

Table 1. Planar HPGe wide-range results 
 Real 

time 
Dead 
time 

Pu240 
eff% 

Pu240eff 
(MGA) 

Pu240eff 
FRAM 60-230 

Pu240eff FRAM 
120-420 

File Name  (s) (%) Decl. Value Err Value Err Value Err 
 200         
 200         
 200         



MGAView requires high quality spectra to analyze the highly convoluted 100-keV 
region.  Thick attenuators not only decrease the count rate in the 100-keV region, 
but also produce poor peak shapes.  If attenuation becomes too extreme, the 
analysis fails.   

 
B. Physical Setup 

1. Identical to the previous Exercise, except as noted 
2. Set of suitable attenuators 

 
C. Measurements 

1. Ask your instructor to put a source of mid-burnup plutonium (preferably one of 
the CBNM or the ISOSTD series) in front of the detector. Readjust the 
source-detector distance to achieve 20% dead time if possible. Repeat the 
process of acquiring the spectrum and analyzing the spectrum using MGA. 
Record the results into Table 2. 

2. Add a 6mm steel plate to the front of the detector. Readjust the source-
detector distance to achieve 20% dead time if possible.  

3. In Maestro, select File | Compare and pick the spectrum with no absorber that 
you just acquired. 

4. Acquire the spectrum. Discuss the differences of the 2 spectra that you see 
on the screen. 

5. Save the spectrum with an appropriate name.  
6. Analyze the spectrum and record the results into Table 2.  
7. Repeat for 12, 18, and 24 mm steel absorber. Record the results into Table 2.  

 

 
8. If time permits, repeat the for 0.8, 1.6, and 2.4 mm lead absorber. Record 

the results into Table 3. 
 

Table 2. Effects of Fe Attenuation on Assay Results of the Planar HPGe detector 
 Fe Real 

time 
Dead 
time 

Pu240 
eff% 

Pu240eff 
(MGA) 

Pu240eff 
FRAM 60-230 

Pu240eff FRAM 
120-420 

File Name (mm)   (s) (%) Decl. Value Err Value Err Value Err 
 0 200         
 6 200         
 12 200         
 18 200         
 24 200         

Table 3. Effects of Pb Attenuation on Assay Results of the Planar HPGe detector 
 Pb Real 

time 
Dead 
time 

Pu240 
eff% 

Pu240eff 
(MGA) 

Pu240eff 
FRAM 60-230 

Pu240eff FRAM 
120-420 

File Name (mm)   (s) (%) Decl. Value Err Value Err Value Err 
 0 200         
 0.8 200         
 1.6 200         



 
 

 
Attenuator Measured 

Enrichment 
ROI(93) ROI(93) 

ROI0(93) 
ROI(186) ROI(186) 

ROI0(186) 
Comments 

Mat’l Thick
(cm) 

      

None -0-   1.00  1.00  
        
        
        
        
        
        
        
 
 
OPTIONAL EXERCISE 2 — MGAHiView AND THE WALL THICKNESS PROBLEM 
(COAXIAL HPGE) 
A. Background 

It does not take much to shield the peaks in the 100-keV region from getting into 
the detector. What this means is if the uranium is stored in a thick wall container 
then the analysis employing the 100-keV region may not work. Then one must use 
the higher energy peaks to calculate the isotopic composition of the material. The 
peaks in the region above the X-rays are sparsely populated and their areas can 
be easily obtained. It therefore does not require excellent resolution such as that of 
a planar HPGe. The coaxial HPGe is the choice for these measurements since its 
resolution is good enough and its efficiency is much better than that of the planar 
HPGe. 

 
B. Physical Setup 

1. Setup the coaxial HPGe detector system to acquire data in the 4K channels 
with the energy calibration 0.25 keV/ch. (MGAHiView only works with 4K 
channel spectrum at 0.25 keV/ch.) 

2. Set of suitable attenuators 
 
C. Measurements 

1. Ask your instructor to put a sample in front of the detector. 
2. Set the acquisition time for 200 seconds real time. Start the acquisition. 

Adjust the source-detector distance as necessary so that the dead time is 
about 40% (if possible). Remember to clear the spectrum as you do the 
adjustment. 

3. After the acquisition is completed, save the spectrum in the SPE format with 
an appropriate name representing the measurement. (The SPE format will 
allow you to use FRAM v5.2Canberra to analyze the spectra acquired with an 
Ortec detector system.) 

 

 2.4 200         



D. Measurements MGAView analysis 
1. Startup MGAHiView 
2. Select Analyze | Setting to open the Analysis Setup page. 
3. Navigate to the Pu-242 calculation tab and check the “New method” radio 

button. Ignore all other information in the tab. 
4. Navigate to other tabs of the Analysis setup page and examine the 

information but do not make changes. Click OK to exit the Analysis Setup 
page. Ignore all other tabs.  

 
 

 
 



5. Select Analyze | Spectrum on Disk to open the Spectrum page.  

 
 

6. Check the “Use current analysis settings” check box.  
7. Click on the down arrow of the format list box and select the IAEA SPE 

Format. 
8. Click on Browse and navigate to the appropriate directory and select the file 

to analyze.  
9. Click on OK to analyze the spectrum. 
10. Examine the displayed results for any abnormal information or flag. 
11. Ask the instructor for the declared isotopic composition of the sample and 

compare the measured results with the declared values. 
12. Record the Pu240eff result into the MGAHi section of the table below. 
 
Repeat the measurement and analysis for the other samples and with steel and 
or lead absorbers. 

 
 
 

Table 1. Planar HPGe wide-range results 
 Real 

time 
Dead 
time 

Pu240 
eff% 

Pu240eff 
(MGAHi) 

Pu240eff 
FRAM120-450 

Pu240eff FRAM 
180-1010 

File Name  (s) (%) Decl. Value Err Value Err Value Err 
 200         
 200         
 200         



Transmission Corrected 

Gamma-Ray Assay 

China Center of Excellence 

Nondestructive Assay Training Course 
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Objectives of the lecture 

• Review the basic principles of the attenuation and 

transmission of gamma rays 

• Understand measurement setup for transmission 

corrected gamma-ray assay 

• Identify correction factors for different item geometries  

 



3 

Basic Measurement Principle 

• Since each gram of a given isotope decays at a specified 

rate, the amount of radiation per second is proportional to 

the number of grams of the SNM in question. 

• The measured radiation is proportional to the amount of 

SNM in the sample    IF…  
– all of the radiation produced in the sample is emitted, and 

– all of the emitted radiation is detected 

• These assumptions are hardly ever met, so data analysis 

must correct for the “missing” radiation. This is the main 

challenge in developing SNM measurement techniques 

and instruments. 
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• Gamma rays are produced at all points 

within the item volume.  

• Gamma rays will encounter different 

amounts of attenuation depending on 

location and direction of gamma-ray 

emission within item. 

• Need to correct for self-attenuation of 

gamma rays in item in order to 

determine SNM mass. 

• By measuring the transmission of an 

external source through item a correction 

for attenuation of gamma rays can be 

determined. 

Gamma-Ray Self-Attenuation by Matter 



5 

Point Source and the Inverse Square Law 

• Source dimensions small compared with distance, r, to 

the detector (“point-source” criterion) 

• Source entirely within the detector field of view (FOV) 

 

* 
r 

Source 

Detector 

Count Rate (CR) = K 
grams SNM 

r 
2 
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MSNM  = Mass of Special Nuclear Material (SNM) 

RRad = measured radiation rate (counts per unit  time) from 

SNM item 

CF = correction for losses due to: 

 • Item self-absorption 

 • Container absorption 

 • Measurement system electronics 

Cal = Calibration constant (corrected response/gram SNM) 

The generic assay 

RRad • CF 
MSNM =  

Cal 

The Generic Assay Equation 
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Calibration Constant 

Invert the assay relationship 

• measure well-characterized SNM standard (Mstandard) 

• apply all appropriate corrections 

• solve for Cal 

 

The generic assay 

MStandard 

RRad • CF 
Cal = 
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Attenuation/Transmission of Gamma Rays 

  =  density (g/cm3) 

  =  mass absorption 

coefficient (cm2/g) 

x  =  thickness (cm) 

I = I0e
-x 

T = I/I0 = e-x 

Attenuation: 

Transmission: 

N 

E g 

g N 

E g 

g 

Transmitted (attenuated)  Radiation (I) Incident Radiation (I0)  

x 

 

Transmission Correction = 1/T = e+x  



9 

The Basic Gamma-Ray Assay Setup 
Implementing the transmission correction measurement 

• Transmission source placed on far side of item from detector. 

• Item mounted on rotating platform, at a distance from the detector. 

• Detector views entire item at one time  

 

Collimated Detector 

Analysis  
Electronics 

Collimated   
Transmission   

Source 

Transmission  
Source  
Shutter 

Rotator  
  

and  
  

Elevator 

Personnel Shielding 

Cs 
137 

 50 cm 

Assay Item 

( 0.15 cm) Pb  
  

( 0.08 cm) Cd 
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Overall Correction Factor 

CF = CFrl • CFcon • CFatten 

Where: 

rl: CF for rate-related (electronic) losses 

con: CF for container or packaging 

atten: CF for item self-attenuation 
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Container Transmission Correction (CFcon) 

t 

Transmission 

Source 

Wall 

Thickness 

Shielded Detector 

Item 

The measured container transmission, Tc is determined from the 

radiation passing through two wall thicknesses 

BUT, item g rays pass through only ONE wall thickness.... 

CFcon = 1/(Tc)
1/2 
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Methods for Determining CFatt 

1. Representative standards 

2. Computation from prior knowledge of item 

composition 

3. Gamma-ray intensity ratios 

4. Transmission method (experimental 

determination of µ) 
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x 

Slab Correction Factor  (Far-Field)  CFatten 

µ 

DETECTOR 

FOR  D  >> x: 

Assumes that detector is 

far enough away from 

source that parallel g-ray 

“beams” reach the 

detector. 

D 

T

T

e

x
CF

xatten








 1

)ln(

1
. 



Radiation from within item 
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Comments on Far-Field Transmission 

Correction Factor 

• Uses T at assay energy, Ea (although T may be measured at some 

other, more convenient, energy, Et) 
 
 Isotope being  Assay Energy Transmission Energy 
    assayed                Ea     Et    
 

  235U    185.7 keV 177.2 & 198.0 keV  (169Yb) 

     

  239Pu    413.7 keV 400.6 keV (75Se)  
     

• If Ea ~ Et , then one can often correct using 

 T(Ea) = T(Et)
b ,  where b =  µ(Ea)/µ(Et) 

 
The item composition must be approximately known, so that µ can 

be computed 
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Transmission Measurement at ET,  

Converted to Assay Energy EA 

µ (cm 2 /g) 

Gamma Energy 

Assay Energy, E A Transmission energy, E T 

µ(E A ) 

µ(E T ) 

µ(E) for SNM 

T (E A )  =  [T(E T )] 
µ(E A )/µ(E T ) 
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R 

D 

FOR  D >> R: 

Where   k   =  0.8 (approximately) 

µ DETECTOR 

Approximate Correction Factor for Cylinders 

(far-field) CFatten 

k

k

Rkatten
T

Tk

e

Rk
CF









 1

)ln(

1

2
2. 
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Key Assumption - Transmission 

Above equation assumes that item can be described using a 

single mass attenuation coefficient which implies that 

 

Item is reasonably uniform  

 eT x 
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Transmission measurement   

reflects mostly the low-density matrix   

SNM radiation more highly  
absorbed by the dense lumps  

Result: Transmission correction (CF )  under-estimates  

absorption --- ASSAY RESULT IS LOW  

Examples:  100µ lumps of uranium oxide can   
                     cause a 5% bias in measurement.  
  
                    100µ lumps of uranium metal can   
                    cause a 10% bias in measurement. 

* 

SNM 

Matrix 

The Plague of Lumps 
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Laboratory Exercises 

• Set up transmission correction measurement system 

• Determine background correction parameter 

• Measure transmission source 

• Calibrate system with known standard 

• Measure unknown items 
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WITH NaI DETECTOR AND PORTABLE MCA 

 
 
 

I. INTRODUCTION 
 

II. COUNT GEOMETRY AND EQUIPMENT ARRANGEMENT 
 

III. ENERGY CALIBRATION AND DATA ACQUISITION 
 

IV. COMPUTATION OF PLUTONIUM MASS 
 

V. PRECISION AND BIAS 
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TRANSMISSION CORRECTED PLUTONIUM ASSAY 

WITH NaI DETECTOR AND PORTABLE MCA 
 
 
I. INTRODUCTION 
 
 We first outline general procedures for quantitative assay of non-infinitely thick gamma-
ray-emitting materials.  These procedures will be used with a low-resolution sodium iodide (NaI) 
scintillation detector in this exercise, but can be used with better accuracy with high-resolution 
detectors. The procedures given here are discussed in detail in Chap. 6 of Passive Nondestructive 
Assay of Nuclear Materials (NUREG/CR-5550)—hereafter called PANDA—that is available on 
the CD that came with your manual.   
 The most unpleasant and important fact in applying gamma-ray spectroscopy to the 
nondestructive assay of bulk materials is that the raw count rate for a given gamma ray is not 
usually proportional to the amount of the nuclide emitting the gamma ray.  The two reasons for 
the lack of proportionality are the rate-related electronic processes (deadtime) and the self-
attenuation of gamma rays by the item.  Accurate gamma-ray assays demand accurate corrections 
for both the electronic losses and the losses caused by the item self-attenuation. 
 We now describe the general principles of the correction for self-attenuation.  Assume that 
the raw data-acquisition rate is multiplied by appropriate correction factors for both the rate-
related electronic losses and the item self-attenuation to give a total corrected rate 
 
 

CR = RR • CF(RL) • CF(AT)  , 
 
 
where RR = raw rate of data acquisition 
  CF(RL) = correction factor for rate-related electronic losses, and  
  CF(AT) = correction factor for self-attenuation in item. 
 
If the correction factors are properly defined and computed, CR is the data-acquisition rate that 
would have been observed if there were no electronic losses and if the item had no self-
attenuation (and sometimes if it also had a simpler shape—such as a line or point).  Thus 
computed, CR is proportional to the mass of the isotope emitting the gamma ray of interest.  We 
can then write 
 
 

CR = K • M  , 
 
 
where M is the mass of the isotope being assayed and K is a calibration constant, which is 
determined by the use of appropriate standards and includes the effects of detector efficiency, 
subtended solid angles, gamma-ray emission rates, and self-attenuation.  In cases where the assay 
items and the calibration standards have a different shape or size or both, the CF(AT) are 
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calculated so the corrected rates for both the unknown and standard are those that would have 
been observed if they had had the same non-attenuating spatial configuration. 
 The above, in essence, constitutes a general approach to passive gamma-ray assay.  The 
individual steps of this approach are as follows: 
 
 1. Measure the raw data-acquisition rate. 
 
 2. Determine the correction for rate-related electronic losses. 
 
 3. Determine the correction for gamma-ray self-attenuation. 
 
 4. Compute the total corrected rate, which is proportional to the mass of the nuclide being 

assayed. 
 
 5. Determine the constant of proportionality, the calibration constant, by use of 

appropriate physical standards. 
 
 In this exercise, the modern multichannel analyzer (MCA) that we will use adequately 
corrects for the electronic losses and we discuss them no further here (Chap. 5 of PANDA treats 
those corrections in detail). 
 In this measurement exercise, we will use a NaI scintillation detector and a portable MCA 
to make reasonably accurate (within a few percent) measurements of the 239Pu content of various 
items—usually standards—in LANL holdings.  The limitations of doing this are seen in Figure 1, 
which shows a high-resolution germanium detector spectrum superimposed on a lower-resolution 
NaI detector spectrum.  We see that there is no energy region of the NaI spectrum of any useful 
intensity that is completely without interference to the 239Pu signal from other isotopes.  The 
region from ~375 keV to ~450 keV comes close for low burnup (that is, low 240Pu, 241Pu, and 
241Am concentrations relative to 239Pu) materials and that is the region we will use in this 
exercise.  Of course, if all the material to be measured is of the same isotopic composition, 
including 241Am, then the interferences matter very little and the system can be calibrated for 
total plutonium.  We will use a 137Cs source to measure the transmission through the item upon 
which we will base the correction for item self-attenuation.  The procedures outlined will be 
tailored to the use of a modern digital MCA package, but may be applied almost directly to any 
MCA. 
 We shall give extended explanations of the equipment configurations and measurement 
procedures.  After that we shall give a summary explanation that can act as a checklist during the 
exercise. 
 
II. COUNT GEOMETRY AND EQUIPMENT ARRANGEMENT 
 
 Figure 2 is a schematic showing the suggested physical arrangement of the equipment to be 
used in these measurements. 
 
 A. For the items used in this exercise, we suggest a item-to-detector distance D of ~50 

cm. 
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Fig. 2.  Schematic of plutonium assay equipment. 
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 B. The holder for the transmission source and the 2-in.-thick (5.04-cm) lead (Pb) shutter 

is placed as close to the item as is conveniently possible. 
 
 C. When using the higher energy range, as we do here, a filter to reduce the otherwise 

high rates from the intense low-energy x-rays and gamma rays emitted by the 
plutonium items is useful.  The suggested 1/16 in. (~0.15 cm) of Pb and 1/32 in. (~0.08 
cm) of cadmium should be adequate. 

 
 D. The detector and transmission source collimator axes should be aligned, and the height 

of the item rotator should be fixed at a level where the transmission beam of gamma 
rays cuts roughly through the middle of the items. 

 
III. ENERGY CALIBRATION AND DATA ACQUISITION 
 
 A. Set up the MCA using the NaI input.  We suggest using 1024-channel spectra.  By 

using the 137Cs source, set the 661.6-keV peak at approximately channel 662 by 
adjusting the gain as necessary.  Refer to Tab “WinMCA User's Manual” for 
operational information on the Mini MCA. Your instructor will assist as required. 

 
 B. In the suggested procedures, we will set three “regions of interest” (ROIs) in the 

spectrum.  Figure 3 shows plutonium and l37Cs spectra upon which the boundaries of 
the three ROIs are indicated.  The reasons for the selection of the ROI boundary 
energies are given below. 
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 1. Plutonium peak ROI (375 to 450 keV).  The lower bound of this ROI is at 375 

keV to avoid significant contributions from the strong 241Pu−241Am peaks at 
~333 keV.  The upper bound is at 450 keV, which includes almost all of the 
contribution from the strong 414-keV gamma ray.  We delete half the contribution 
from the much weaker 239Pu gamma ray at 451 keV for the sake of better signal-
to-noise ratio.  As mentioned above, this region is as nearly “pure 239Pu” as we 
can find in the NaI spectrum. 

 
 2. Plutonium background ROI (500 to 575 keV).  This region contains little 

plutonium and americium activity.  It contains mostly background and Compton-
scattered events from higher energy gamma rays.  It is about the best we can find 
with which to estimate background and continuum contributions to the plutonium 
peak ROI with NaI.  We set its 75-keV width equal to that of the plutonium ROI 
primarily for convenience. 

 
 3. Transmission ROI (624 to 699 keV). We could use a standard 3-ROI method for 

getting the area of the 661.6-keV peak, but because of the weak plutonium and 
americium peaks scattered throughout the region, it is probably a little better to 
just use the ROI sums from the “shutter open” and “shutter closed” spectra in 
computing the transmission of the 661.6-keV gamma rays through the item. With 
the typical resolution of the NaI detectors, 75 keV is a near optimal width for the 
ROI when used like this. 
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  Now compute the channel bounds for the ROIs using the single-point calibration 
from the location of the 137Cs 661.6-keV peak:  E = M • ch. 

 
 M ______________ keV/ch 
 
 
 Peak (P) ROI: 375−450 keV = ch __________ to ch __________ 
 Background (B) ROI: 500−575 keV = ch __________ to ch __________ 
 Transmission (T) ROI: 624−699 keV = ch __________ to ch __________ 
 
 Set these ROIs into the PMCA and be sure you understand how to read the sums 

of the ROIs from the acquired spectra.  Also enter these parameters on Data Sheet 
#1, Form A. 

 
 C. Before assay measurements, two preliminary spectra must be acquired.  The first one is 

with no item and with the transmission source shutter closed. With the shutter closed, 
the 5-cm-thick Pb shield removes ~99.8% of the 661.6-keV gamma rays from the 
transmission beam.  We take this initial measurement to obtain the relationship 
between the counts in the Background ROI and the required subtraction from the 
counts in the Peak ROI. This measurement also accounts for the minor but non-
negligible leakage of 137Cs gamma rays through the shutter. The sums, or counts, of the 
Peak, Background, and Transmission ROIs will be designated CP, CB, and CTB, 
respectively, in the analysis expressions.  Record the values of CP and CB on Form B 
of Data Sheet #1 and from them calculate the background subtraction constant K.  The 
second preliminary spectrum is the so-called “straight-through” spectrum with no item 
and with the transmission source shutter open.  Record the sum of the 137Cs peak 
region for this straight-through measurement, CT0, on Form C of Data Sheet #1.  The 
preliminary spectra may be repeated one or two times to get a feeling for the statistical 
precision of the measurements. 

 
  For calibration and actual measurements, obtain two separate spectra from each 

standard or assay item.  The first is a “shutter closed” spectrum of which the gamma 
rays emitted by the item dominate over the roughly 0.2% of the 661.6-keV gamma rays 
from the transmission beam that penetrate the shutter.  The sums of all three of the 
selected ROIs will be extracted from this spectrum and used in the analysis.  The 
second spectrum is a “shutter open” one with the Pb shield removed so that the 661.6-
keV gamma rays can penetrate the item.  Only the Transmission ROI sum will be 
extracted from this spectrum.  It will be designated CT in the analysis expressions. 

 
 
IV. COMPUTATION OF PLUTONIUM MASS 
 
 Although the computations are simple enough to be done with a hand-held calculator, we 
shall use a spreadsheet to do the required computations, so that students may concentrate on the 
relationships of the various factors in the assay computations.  However, Data Sheet #2 is 
provided for calibration measurements and Data Sheet #3 is given for the actual assays.  These 
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should be completed so that the relationships and variation of the various factors can be seen and 
compared.  Table I gives a set of sample calculations for reference while we discuss the 
computations in detail.  Please note that Table I contains total ROI counts, not count rates.  More 
often than not we would prefer to use rates, which are independent of count time.  However, in 
this exercise, to appreciate the actual numbers of counts required to obtain different  

n A(π/4) n T

 
 
 

Fig. 4.  Self-attenuation correction factor plotted vs transmission for plutonium assay lab. 

TABLE I.  Sample Computations of Plutonium Mass in Grams 
  

 
Lead in Position 

 

  
 

K = 1.4b 
CP  − K  • CB 

  
 

Lead in 
Position 

 
 

CT − CTB

CT0
c  

 
 

µ 414( )
µ 662( )

 

 
 
 

TT R  
−

χ
4

 
 

 
 lnTA

1 − TA( )
χ
4

 

 
 
 

CPu • 
CF 

 
 

CC
Cal

d  

 

 
 

Sample ID 

 
 

CP 

 
 

CB 

 
 

CPu 

 
 

CT 

 
 

CTB 

 
 

TT 

 
 

R 

 
 

TA 

 
 

CF • 

 
 

CC 

 
 

(g 239Pu) 

Estimated 
Precision 

(%) 

627B 67 568 1 464 65 518 38 069 1 495 0.412 1.23 0.336 1.49 97 621 78.41 0.5 
 67 303 1 478 65 234 37 819 1 439 0.410 1.23 0.334 1.49 97 198 78.07 0.5 

292B 31 180 1 091 29 653 54 635 1 044 0.604 1.23 0.538 1.26 37 362 30.01 0.6 
 31 089 1 166 29 457 54 690 1 123 0.604 1.23 0.538 1.26 37 116 29.81 0.6 

338B 7 595 808 6 464 54 869 461 0.613 1.23 0.548 1.25 8 080 6.49 1.4 
 7 584 843 6 404 54 337 444 0.607 1.23 0.541 1.26 8 069 6.48 1.4 

a5.08-by-5.08-cm NaI, unstabilized; 1-min counts. 
bK is determined by measurement of CP/CB as described in Sec. V. A. 
cCT0 = 88 707. 
dCalibration factor:  Cal  = 1 245 corrected counts/g 239Pu. 
eA plot of this correction factor, CF, vs TA is shown in Fig. 4. 
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levels of precision we shall use total counts.  Therefore, both the “shutter-open” and the 
“shutter-closed” spectrum in every assay cycle should be for the same live-time. Note that it is 
through the availability of the measurement parameter of live-time in modern detector electronics 
that we can account for the rate-loss effects discussed earlier in an automatic fashion, without 
calculating the respective correction factor explicitly 
 
 A. First, the background-subtracted (or perhaps better, the continuum-subtracted) 239Pu 

count is computed from CPu = CP −  K • CB.  The constant K will have been computed 
on Form B of Data Sheet #1.  The given relationship assumes that the background to 
be subtracted from CP is a constant multiple of CB.  This is not necessarily true for it 
can vary somewhat with plutonium mass and the size and shape of the package. 
However, if CP >> CB, any error in K is negligible.  We therefore choose to obtain K 
from a background count so that it will be more nearly correct in the cases where it 
does matter, namely those with little plutonium where CP ~ CB. 

 
 B. Next, the fractional transmission of the 661.6-keV 137Cs gamma rays through the item 

is computed from TT = (CT − CTB)/CT0.  The expression is a slight approximation in 
two ways.  Please note that CT and CTB contain counts from the 241Am peak at 662 
keV.  Also, the value of CTB contains some counts from the approximately 0.2% of the 
661.6-keV gamma rays that leak through the lead shutter.  However, the value of TT 
should be biased less than 0.3%, more than adequate, considering the other 
approximations and uncertainties in this NaI analysis procedure. 

 
 C. We need the value of TT at about 400 keV rather than at 661.6 keV.  If we know the 

ratio of the attenuation coefficients of the item at 400 keV and 661.6 keV, we can 
compute the transmission at 400 keV from the simple expression  

 
TT(400) = TT(661.6)R, 

 
  where R = µ(400)/µ(661.6) for the item.  It is obvious that the ratio R is dependent on 

the chemical composition of the item.  However, a reasonable “guesstimate” may 
usually be made.  If we assume that the matrix is typical low-Z material and that there 
are perhaps tens of grams of plutonium per liter, taking the ratio for iron is reasonable.  
In this exercise we shall assume this and thus set R = 1.23.  If one wants better 
accuracy, especially for the case of heavy plutonium loadings where the plutonium will 
dominate the attenuation coefficient, one could iterate, computing a second value of R 
based on the first value of the plutonium mass and an assumed low-Z composition (see 
PANDA Sec. 6.9.2). 

 
 D. Now setting TA =TT(400), we compute the attenuation correction factor from the 

approximate analytic expression 
 



 10 



CF ≅
−k n TA[ ]
1 − TA

k[ ]   ,  

 
  where k = π/4 = 0.785.  Students are referred again to PANDA, Chap. 6, for a 

discussion of correction factors and their analytic forms.  We remark here that the 
above approximate expression is the first-order term from the expansion of an exact 
and elegant (but quite useless) expression for cylindrical items given in terms of 
modified Struve and modified Bessel functions.  It is good to a few percent in the 
transmission range we expect to find in the items measured and with the item-to-
detector distances we intend to use.  We also note that in this exercise we ignore the 
less than 100% transmission of the item containers.  This should involve errors of 1% 
or less. 

 
 E. The corrected 239Pu count is now given simply by CC = CPu • CF. 
 
 F. Finally, the mass of 239Pu is computed by dividing the corrected counts by the 

calibration factor that is determined by counting a standard containing a known 
quantity of 239Pu.  The calibration factor is expressed as “corrected counts per gram.”  
Although we have tried to compute the correction factor so that the calibration is 
linear, with zero intercept, we would ordinarily want to use several standards to assure 
ourselves that it is really so before we assayed unknowns.  In this exercise, for lack of 
time, we use only one standard, but because the “unknowns” will really be standards 
with known plutonium masses that we can compare with our measured values, we will 
be able to gain an impression of how successful we have been in making the 
calibration linear as desired. 

 
V. PRECISION AND BIAS 
 
 It is always desirable to know something of the precision and bias of our measurements. 
Precision we here regard as short-term repeatability, a measure of the variability of our measured 
result caused by the randomness of the decay of the various sources involved.  Bias we roughly 
define as the difference between an accepted value and the average of many replicate 
measurements of a given item.  We can usually compute, from the same numbers used in 
computing the mass, a reasonable estimate of precision, and this will be done.  Bias is much 
harder to quantify, often requiring extensive measurements of standards and careful consideration 
of all factors influencing the measured results. 
 
 A.  Expressions for precision in terms of the basic numbers extracted from the gamma-ray 

spectra can become very complicated.  The reasons for that are discussed in PANDA, 
Appendix A.  However, rather simple approximate expressions can often be 
constructed that are adequate for our needs.  Such is the case here. By assuming an 
even more approximate form for the correction factor, namely CF ≅1/ TA , and that 
the attenuation coefficient ratio to which the measured transmission is raised is set to 
1.0 and that K is also set to 1.0 in the expression for CF, the following approximate 
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expression for the relative standard deviation of the measured mass value is easily 
derived: 

 
 

RSD(M) ≈
CP + CB
CP − CB( )2

 

 
 

 

 
 + 0.25( ) CT + CTB

CT − CTB( )2
 

 
 

 

 
   .  

 
 
  Note that this expression is given in terms of CP, CB, and CTB, three numbers that are 

unique to every assay, but does not include CT0 because CT0 is measured only once for 
all our assays.  The error in the value of CT0 thus causes a rather constant bias to all the 
measured values.  If one measured a separate CT0 for each assay, it could easily be 
included in the expression, but because CT0 is the largest and most precise number 
involved it would change the value from the one we compute very little.  The precision 
estimated by the expression above will be computed for all assays.  Table II is given as 
an example of the influence of the three input numbers for the sample assay 
calculations given in Table I. 

 
 B. As mentioned above, bias is much harder to quantify than precision.  Many factors, 

such as item shape, density variations, item heterogeneity, unknown chemical 
composition, approximate analysis algorithms, the rather poor resolution of the NaI 
detectors, and calibration error contribute to bias.  Based largely on experience, we 
state that single measurements of 239Pu with NaI-based procedures, such as those used 
here, can frequently have biases of up to 5%.  The precision is often much better than 
the likely biases, as will be the case in most of our measurements.  

 

TABLE II.   Estimate of Precision in the 239Pu Mass for Three Cases Shown in Table I.

σ M( )
M

=
CP + CB
CP − CB( )2

+ 0.25( ) CT + CTB
CT − CTB( )2

 

 
 

 

 
 

 
 
 

 
 
 

1
2

  Fractional Standard Deviation

Sample
ID CP CB CT CTB

CP + CB
CP − CB( )2

1
4

CT + CTB
CT − CTB( )2

σ M( )
M M

(g 239Pu)

σ(Μ)
(g)

627B 67 568 1 464 38 069 1 495 1.58 • 10-5 7.39 • 10-6 0.005 78.41 0.4
67 303 1 478 37 819 1 439 --------------------very nearly the same as above--------------------

292B 31 180 1 091 54 635 1 044 3.56 • 10-5 4.84 • 10-6 0.006 30.01 0.2
31 089 1 166 54 690 1 123 --------------------very nearly the same as above--------------------

338B 7 595 808 54 869 461 1.82 • 10-4 4.67 • 10-6 0.014 6.49 0.9
7 584 843 54 337 444 --------------------very nearly the same as above--------------------

ΝΟΤΕ: In this example,  σ(Cal)/Cal has been set to zero to show only the random statistical variations.  Note
that the duplicate measurements agree within the estimated precision.  If fact,  for this case, σ(Cal)/Cal
~0.04 would clearly dominate the expression for σ(M)/M.   Although the precision (repeatability) is
good in this example experience indicates that error in the calibration factor and systematic errors and
inhomogeneities in the sample would limit actual net measurement uncertainty (1σ) to no better than
5% at the 1σ level.
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VI. SUMMARY OF PROCEDURE 
 
 A. Set Up Equipment 
 
 1. Arrange equipment, using an unstabilized 5×5-cm-NaI detector, as outlined in 

Sec. II and Fig. 2 above. 
 
 2. Set up the MCA as described in Sec. III above, using 1024 channels.  Perform the 

energy calibration as directed and record results in the prescribed locations of 
Sec. III and of Form A of Data Sheet #1. 

 
 3. Set up, as detailed in Sec. III, the three ROIs and enter their channel bounds in the 

locations provided in Sec. III and in Form A of Data Sheet #1.  They are 
 
  a. plutonium data region (375−450 keV), CP, 
 
  b. plutonium background region (500−575 keV), CB, and 
 
  c. cesium-137 peak region (624−699 keV), CT, CT0, or CTB  . 
 

NOTE: Remember to use a fixed live-time for all counts during this exercise, as 
explained at the beginning of Sec. IV. 

 
 B. Determine Background Parameter (K) 
 
  1. Collect a spectrum with no plutonium item and with the 137Cs source shielded. 
 
  2. Record data (CP and CB) on Form B of Data Sheet #1. 
 
  3. Calculate the background subtraction coefficient (K). 
 
  4. Repeat once or twice. 
 
 C. Measure 137Cs Straight-Through Data 
 
 1. Collect a spectrum with no plutonium item and with the 137Cs transmission 

source unshielded. 
 
 2. Record the sum of the 137Cs peak region (CT0) on Form C of Data Sheet #1. 
 
 D. Calibration 
 
  1. Using the item designated as the “standard,” obtain the shutter-closed spectrum 

and enter CP, CB, and CTB in the proper columns of Data Sheet #2. 
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  2. Again, with the standard, obtain the shutter-open spectrum and enter CT in the 
proper column of Data Sheet #2. 

 
  3. Using the spreadsheet, obtain the intermediate quantities (CPu, TT, TA, CF) and 

the calibration constant and its estimated precision.  Enter all of these quantities in 
the proper columns of Data Sheet #2. 

 
  4. Repeat steps 1, 2, and 3 two or three times so that you get a rough impression of 

how the actual repeatability of the calibration constant agrees with the estimated 
precision. 

 
  5. Compute the average calibration constant that will be used in subsequent “real 

assays.” 
 
 E. Assays of “Unknowns” 
 
  1. Place an “unknown” on the turntable.  Enter its ID and 239Pu mass in the first 

column of Data Sheet #3.  Obtain the shutter-closed spectrum and enter CP , CB, 
and CTB in the proper columns of Data Sheet #3. 

 
  2. Obtain the shutter-open spectrum and enter CT in the proper column of Data 

Sheet #3. 
 
  3. Using the spreadsheet, obtain the intermediate quantities (CPu, TT, TA, CF) and 

the 239Pu mass and its estimated precision.  Enter all of these quantities in the 
proper columns of Data Sheet #3. 

 
  4. Compare the measured 239Pu masses with the accepted values. 
 
  5. Measure as many “unknowns” as possible, trying to cover as wide a range of 

239Pu mass as is represented by the available items. 
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NOTES AND CALCULATIONS 
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Gamma-Ray Assay 

Far Field, Near Field, SGS, and 

TGS 



2 

Objectives 

• Understand the basic principles of TGS assay 

• Understand the pros and cons or TGS vs SGS vs Far 

field 

• How do we convert  -ray intensity data into an assay 

result? 

• How does -ray attenuation by the sample and other 

materials affect the assay result? How do we correct for 

these effects? 

• What types of samples are appropriate for gamma-ray 

NDA? What types are inappropriate? 
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SNM 

Sample

Collimator

Detector

Detector 

Movement

Sample Rotator

Sample Movement

External Radiation 

Source

Movable Source  

Shield

Transm issi on Source

Sampl e

De te ctor

Se gme nt De fini ti on

SGS Measurement Geometry

Rotati ng Scan Tabl e

• Appropriate samples: 

small (<2 liters) or low 

density waste 

• Accuracy possible in 

1000 sec: 2% to 10% on 

1 to 200 grams U 

• Passive, absorption-corrected 

gamma-ray assay of SNM 

 - samples of final product 

 - low-density U waste 

• Sample is assayed one horizontal 

segment at a time 

Transmission-Corrected  
Gamma Assay Systems 

Segmented Gamma Scanner (SGS) 
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Gamma-Ray Tomography   

 

• Segmentation is replaced  by 

collimation that divides the sample 

into “voxels.” 

• Measuring the transmission, in each 

voxel, gives a 3-D “density map” of 

the sample. 

• The measured density and -ray rate 

from each voxel provide a 3-D image 

of the SNM content. 
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Historical Perspective 

• 1971 - SGS developed by the Los Alamos Safeguards Program 

• 1978 - SGS technology transferred to Canberra  

• 1985 - SGS implemented in many domestic and   

  international facilities (over 70 by Canberra) 

• 1988 - TGS proof of principle using experimental system 

• 1992 - Prototype TGS constructed for R&D 

• 1993 - Analytical methods for NDA using computerized  

  tomography well-established 

• 1993 - First measurements of TRU waste 

• 1994 - Construction of the mobile TGS completed 

• 1995 - First field test and evaluation of mobile TGS at the  

  Rocky Flats Environmental Technology Site 

• 1995 - Mobile system begins work on TRU remediation project 

• 1996 - Field test and evaluation of TGS at the Los Alamos  

 Plutonium Facility 

• 1996 - TGS passes the first two rounds of the PDP 

• 1997 - TGS commercialization 
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Principle of TGS 

•Combines high-res. gamma-

ray spectroscopy with 3-D 

imaging for improved assay 

accuracy.  

•Measures and corrects for 

attenuation in arbitrary matrix. 

 

MNNM
dxA 

A=Attenuation matrix 

x=Desired Pu image, N = 1520 Voxels 

d=Emission data, M = 2400 meas. 

q 

s 
x 

y HPGe 

Collimator 

Se-75 

Sample    

(can or drum) 
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TGS  collects the data from the hardware 

• Straight through measurement : 109Cd, 3 75Se lines. 

• Transmission measurements :  

 109Cd, 3 75Se lines  150 grabs  16 layers 

• Emission measurements :  

 109Cd, 4 239Pu lines  150 grabs  16 layers 

  -The # of lines, grabs, and layers is selectable 

Total number of measurements ~22 000 (40 min scan) 

TGS turns ~22000 numbers into a mass. 
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Standard TGS Scanning Protocol 

Distribution of measurement 

locations for a low-resolution scan.  

Continuous  

motion is used to 

maximize 

throughput. 
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TGS Analysis Overview 

Transmission analysis 

Emission analysis 

Uncertainty estimation 
•ROI variance 

•Sensitivity and preset scan times 

Attenuation coefficient images as a function of energy. 

Mass calculator 
•Calibration 

•Self-attenuation corrections 

Distribution of gamma-ray emitting material, corrected 

for attenuation. 
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Versatility 
Single calibration for a wide variety of matrices 

typical 55-gal waste drum contents 
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Residue and Waste Material 

Attenuating matrix is  

heterogeneous 

Matix density varies over a 

wide range 

200 Fissile Gram Equivalent (shipping) 

100 nCi/g (LLW vs. TRU) 

TRU Envelope: 

Gamma-ray emitting material 

is nonuniformly distributed 

Safeguards: > 0.5 gram SNM 
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Skid TGS Measurement of Salts (1999-2000) 

From 209 verification runs: 

•Uncertainty per meas. = 9.4% 

•Inventory Bias = (-0.04 

0.99)% 

13.461 kg (TGS ) 

13.467 kg (Cal/Iso) 

Unexpected challenges: 

•High background 

•Added Sn shielding 

•Severed PUR cable 

0

50

100

150

200

0 50 100 150 200

Pu (g) from Cal/Iso

P
u

 (
g

) 
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o
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G

S

Throughput: 10-20 items/day 
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Comparison between SGS and TGS accuracy 

for a 208-L drum filled with electronics scrap 
Assays of a Pu-239 

point source at 

various radial (r) and 

axial positions 

within the drum. 

SGS accuracy is poor 

for points in the 

bottom of the drum 

where the density is 

highest. 

TGS accuracy is 

uniform. 
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Test Drum Characteristics  

Matrix description Matrix

Weight [lbs]

Fill Height

[inches]

Local Density

[g/cm
3
]

Bulk Density

[g/cm
3
]

A. Aluminum scrap 112.3 20.5 0.39 0.24

B. Poly beads and vermiculite 110.5 15.5 0.50 0.24

C. Paper 26.5 20.5 0.09 0.06

D. Iron scrap 309.0 20.0 1.09 0.67

E. Polyethylene blocks 148.0 17.0 0.61 0.32

F. Cemented sludge 537.0 20.0 1.89 1.17
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SGS and TGS Assays of Test Drums  

Matrix Isotope Declared

Quantity

[grams]

TGS Assay

[grams]

Difference

(TGS vs.

Declared)

SGS Assay

[grams]

Difference

(SGS vs.

Declared)

C Pu-239 28.87 27.4 -5.1% 17.6 -39%

C Pu-239 28.87 28.3 -1.8% 29.7 3.0%

A Pu-239 28.87 30.1 4.3% 26.6 -7.9%

A Pu-239 28.87 27.0 -6.3% 21.3 -26%

B Pu-239 28.87 27.8 -3.6% 20.0 -31%

E Pu-239 28.87 30.4 5.4% 18.1 -37%

C U-235 14.0 14.7 5.1% - -

C U-235 14.0 14.8 5.6% 17.7 26.4%

C Pu-239 28.87 28.2 -2.1% 28.1 -2.7%

E Pu-239 9.63 9.99 3.7% - -

D Pu-239 67.4 61.6 -8.6% 53.9 -20%

F Pu-239 96.27 110 15% - -

F Pu-239 96.27 122 27% - -

F Pu-239 96.27 82 -15% - -
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THE PLAGUE OF LUMPS

*

Transmission measurement  
reflects mostly the low-density  
matrix 

SNM radiation more highly 
absorbed by the dense 
lumps

Result: Transmission correction (CF      )  under- 
estimates absorption --- ASSAY RESULT 
IS LOW.

att

Examples:  100µ lumps of uranium oxide can  
                     cause a 5% bias in measurement. 
 
                    100µ lumps of uranium metal can  
                    cause a 10% bias in measurement.

SNM

Matrix

The Plague of Lumps 
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Corrected Mass=342.6 g
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• Known       = 349.0 g 
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Lump corrections 
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Improved Lump Corrections 

• LCM inadequate for lumps that approach saturation 
– “Saturation” refers to the insensitivity of the assay to lump size 

when the lumps are large. 

– Lumps of plutonium metal greater than ~2 cm in diameter are 

infinitely thick. 

•  LCMIX is superior to the models used in all previous 

efforts to correct for self-attenuation by lumps of 

plutonium: 
– provides corrected results that are more consistent with 

calorimetric assay than LCM 

– Reliably identifies samples that are saturated. 

– Requires three or more gamma-rays, and consequently, may not 

be applicable to SGS which is inaccurate at low energy. 
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Los Alamos Plutonium Facility 

Measurement Campaign 

Material Categories 

Molten salt extraction (MSE) salts 

Electrorefining (ER) salts 

Magnesium oxide crucibles 

Sand, slag and crucibles 

Impure oxides and chlorides 

Incinerator ash 

Instruments/Techniques 

Tomographic Gamma Scanning (Prototype TGS) 

Segmented Gamma Scanning (G04/G05) 

Calorimetric assays 

Neutron Multiplicity Counting 
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Characteristics: 

CRUS

H and 

SIEVE 

- lumps of metallic plutonium 

- medium density matrix 

- high Am-241 content  (10 to 20 grams) 

Residues of Pyrochemical Processes 

NDA Challenges: 

- Calorimetry: long equilibration times 

- Neutron: high (a,n) rates 

- Gamma: self-attenuation 
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System Sensitivity and Preset Scan Times 
“The Hard Truth” 

The performance of a gamma-ray assay system for small 

amounts of radioactivity depends on a number of factors: 

• radioisotope, target gamma-ray(s) 

•material location 

•surrounding matrix 

•system configuration and scanning protocol 

•data acquisition and analytical methods 

 

The sensitivity is dependent on the sample. 

 

The scan-time needed to screen for user-specified 

quantities of a radionuclide can be determined on a sample-

by-sample basis. 
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Longest count time (hours) needed to achieve target precision for TRU waste.
Precision (1-S.D.)

Matrix Target mass

(at 60

nCi/gram)

[milligrams]

5% 10% 20% 30%

Paper 10 859 216 53 24

Aluminum scrap 42 243 61 15 7

Poly beads and vermiculite 41 333 83 21 9

Iron scrap 114 1088 272 69 29

Polyethylene blocks 55 491 123 31 13

Cemented sludge 200 18667 4827 1208 536

Performance for TRU/LLW Screening  

Pu-239, 414-keV 
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Sample Characteristics for  

Successful Gamma-Ray Assay 

• Medium to low density 

• Medium to small size 

• Homogeneous (uniform) 

material distribution 

Dense, heterogeneous materials are inappropriate for 
gamma-ray assay, because they have too much absorption. 
Such samples are better suited for neutron assay 
techniques. 
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Basic Calibration Procedure 

• Set up measurement apparatus for assay campaign. 

• Establish data acquisition & analysis procedures. 

• Measure known samples (calibration standards) using 

these procedures and this setup…. 

Purpose: to establish the relationship between the 

response of the detector system and the amount 

of SNM in the sample. 
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Example Gamma Assay Calibration Curve 

0 200 400 600 

uncorrected 

corrected for 

absorption 

SNM Mass (g) 

Note that absorption by the 

sample is increasingly important 

at higher SNM masses.  

 

Application of the self-

absorption correction (using the 

external source) removes the 

effect of this absorption. 
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Measurement Control 

• Goals: 
– To control the quality of the measurement process 

– To verify the continued stability of the measurement system 

since the last calibration 

 

• Procedures 
– Assay measurement control standards periodically 

– Measure room radiation background periodically 

– Measure data quality (appearance of spectrum, etc.) 

– electronics gain 

– detector resolution 

– Note visual appearance of instrument 
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Measurement Precision 

• Nature 
– Random decay process 

 

 

• Environment 
– Radiation background 

– Electronic noise 

– Temperature/Humidity 
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Methods to Improve Measurement Precision 

• Count for longer time 

• Operator Errors 
– Provide explicit assay procedures 

– Provide careful training for assay procedures 

– use checklists to verify execution of procedures 

• Background Variations 
– Shield detector from extraneous signals 

– administratively control source traffic in counting area 

– perform regular background measurements, diagnostics 
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Dealing with Measurement Bias 

• Sources of Measurement Bias 
– Statistical errors in calibration 

– Shifts in shielding, absorbers, collimators 

– Changes in geometry of setup (detector, sample stand,…) 

– Differences between sample container and container for 

calibration standards (diameter, height, wall thickness, …) 

– Lumps in sample (error in absorption correction) 

• Strategies to Reduce Measurement Bias 
– Calibrate often and make calibration measurement precise 

– Anchor shielding and collimators to measurement system 

– Anchor detector and sample stations 

– Calibrate for several container sizes; develop geometry 

corrections to calibration; control sample containers to match 

standard containers. 

– Assure uniform samples; apply lump corrections, if possible. 
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Gamma NDA Summary 

• Gamma NDA Technique:  
– Count gamma rays from sample 

– Gamma-ray absorption correction very important 

– Appropriate samples: small to medium density/size, uniform 

• Accuracies Possible:  
– 0.2% to 50%, depending on sample uniformity and technique 

– Best performance on solutions 

– Improved performance for high-resolution over low-

resolution detectors.  

– Worst cases: Large, dense, heterogeneous samples [often 

assayable by neutron techniques] 
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Safeguards Science 
& Technology, N-1  

Simple far-field gamma assay 
 Sample mounted on 

rotating platform, at a 
distance from the 
detector. 

 Detector views entire 
sample at one time 

 It estimates the 
absorption correction by 
 guessing the sample 

density 
 fitting data points at 

different energies 
 Require HPGe detector 
 Reasonable 

measurement time, 
<~1h. 

 Accuracy: >30% 
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Safeguards Science 
& Technology, N-1  

Effect of measurement distance 

 

1 
2 

3 

4 HPGe 

 

 

Detector Distance/Radius 2 3 5 10 
Rate2/Rate1 4.00 2.25 1.56 1.23 
Rate3/Rate1 0.80 0.90 0.96 0.99 
Rate4/Rate1 0.44 0.56 0.69 0.83 
Ave = (P2+2*P3+P4)/(4*P1) 1.51 1.15 1.05 1.01 
Rotation 1.33 1.13 1.04 1.01 
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Safeguards Science 
& Technology, N-1  

Formula 

 Eff is the absolute efficiency of the system at the gamma ray energy 
 ε is the detector efficiency 
 Struve and Bessel functions make it difficult to use with spreadsheets 
 Approximate Eff using those of a box and a sphere 

 

EffBr
T

NC *)2ln(

2/1

=

( ) ( )
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Safeguards Science 
& Technology, N-1  

Approximated Formula 

 This formula can be used in a spreadsheet.  
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Safeguards Science 
& Technology, N-1  

Measurements and results 
One peak 

Estimate matrix density 
Robust 
Works well for reasonably uniform matrix 
No lump correction so results can have large bias 

 Average of multiple peaks 
Results are slightly better than those of 1 peak 

 Fit multiple peaks 
Can correct for lump size 
Weak data can lead to very large bias due to bad lump correction 

 Fit multiple peaks from multiple isotopes 
Can give very reasonable results 



 
 

Far-field Gamma-Ray Assay of  
 Nuclear Materials 

 
 
 

Purpose: To acquaint students with the simple far-field gamma ray assay of nuclear materials 
(without transmission correction).  
 
Target group: Experienced Safeguards Practitioners who must perform or evaluate gamma ray 
assay measurements or who oversee safeguards operations that involve such measurements. 
 
Lesson Plan: NEN-1 staff, LANL, June 2014. 
 
 
 

GOALS AND OBJECTIVES 
 
The students will become familiar with problems related to the simple method of far-field 
gamma-ray assay of nuclear materials. Some solutions to these problems will be explored. 
 
 
After completion of this module, the students should be able to: 
 
1. Describe the importance of sample rotation. 

2. Describe the basic principles of far-field measurement. 

3. Understand the problem of near-field measurement while using far-field calculations. 
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INTRODUCTION 
 
This module will illustrate several concepts related to the far-field and near-field gamma-ray 
assay of SNM samples. Lectures in this section are at the discretion of the instructor, but should 
cover the general areas of problems and solutions concerning uniform matrix and non-uniform 
activity, lump corrections, and field experience.  
 
The laboratory exercises are outlined to help build understanding of the concepts.  
 
(1) In the first exercise the importance of sample rotation will be explored.  
 
(2) The second exercise explores the effect of the detector-sample distance on the measurements. 
 
(3) The third exercise explores the use of simple measurement method using far-field 
calculations.  
 
(4) The later exercises explore various methods of far-field calculations of the SNM mass.  
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EXERCISES 
 
A. The Importance of Sample Rotation  
 
Summary:  
This exercise demonstrates the importance of sample rotation during a measurement, and also 
gives an opportunity to practice gamma-ray spectroscopy and error propagation skills.  
 
Required Equipment: 
 HPGe detector, side-looking, with collimator and filter. 
 Data acquisition hardware and software. 
 Empty or light density 55-gallon drum.  
 Turntable. 
 SNM standard (recommend 239Pu, 10-100 g). 
 Calculator. 
 
Discussion:  
Absolute detector efficiency varies approximately as the inverse square of the distance between 
the detector and the gamma-ray source (E ∝ 1/r2).  
 
As a result of this inverse square dependence, the gamma-ray rate observed by a detector is 
highly dependent on the position of the radioisotopes within the sample. If the sample matrix 
attenuates gamma rays, then bias related to radioisotope placement may be even more severe. 
 
To mitigate this effect, the sample should be rotated during the measurement. Consider the 
hypothetical measurement geometry below. The detector is placed at a distance of 3 times the 
sample radius. Identical SNM samples are placed at points 1,2,3, and 4: 
 

 

1 
2 

3 

4 HPGe 

 
 
The HPGe detector will observe different rates from each of these sources. Compared with the 
source at the center (position 1), the rate from position 2 will be 2.25 times as large, the rate from 
position 3 will be 0.90 times as large, and the rate from position 4 will be only 0.56 times as 
large. If the sample is rotated during the measurement, then positions 2,3, and 4 are equivalent, 
and the rate is 1.13 times as large as for position 1.  
 
Note that rotation of the sample reduces response variations caused by radial distribution of 
SNM, but does little to compensate for height variations, or for variations caused by a 
heterogeneous matrix.  
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Exercise: The Importance of Sample Rotation 
 
 
Step 1: Set up the HPGe detector so that the distance to the center of the turntable is about 50 cm 
(i.e. about 20 cm to the side of the drum). Raise or lower the turntable so that the base is a few 
inches lower than the center height of the detector. Place a drum (optional) on the turntable, as 
shown: 
 

 
Step 2: Place an SNM standard in the center of the turntable (or drum). Only LANL staff may 
handle radioactive sources. 
 
 
Step 3: Collect a spectrum using Maestro. If using 235U, identify the peak near 186 keV. If using 
239Pu, identify a peak near 129 keV or near 414 keV. Define a narrow region of interest that 
includes this peak. Set the preset count time to 100 seconds live time. 
 
 
Step 4: Acquire a 100-second spectrum with the source in each of the four positions indicated 
below. For each case, record the net area and uncertainty for the peak (with Maestro, you may 
double-click on the ROI to determine the net area and uncertainty). 

 
Position  Net Area A Uncertainty σ 

1 A1= σA1= 

2 A2= σA2= 

3 A3= σA3= 

4 A4= σA4= 
 
 

HPG
 

1 

3 

2 4 

50 cm 

HPGe 



4 

Step 5: Compare the Net Area from position 2 to the Net Area from position 1: find the ratio R21 
= A2/A1 and the uncertainty σR21 = R21 × [(σA1 / A1)2 + (σA2 / A2)2]1/2. Repeat for positions 3 and 4. 
(Report three significant figures, for example, “1.23”.) 
 

Position  Ratio R Uncertainty σR 

2 A2/A1 = R21 = σR21 = 

3 A3/A1 = R31 = σR31 = 

4 A4/A1 = R41 = σR41 = 

Ave (R21+2R31+R41)/4 = σAve =  
 
Are the ratios different from unity? Are the differences statistically significant? 
 
 
Step 6: Place the source in an edge position, and begin rotation of the turntable (we will call this 
position 5). Acquire another 100-second spectrum.  

 
Record the net area and uncertainty, and compute the ratio R51 = A5/A1 and the uncertainty σR51.  
  

Position  Net Area A5 Uncertainty σA5 Ratio R51 Uncertainty σR51 

5   A5/A1=  
 
Is the ratio closer to unity? Is the difference statistically significant? Compare R51 with RAve in 
step 5. 
 
 
Conclusion: Your data should show that source location has a profound effect on the detector 
response. Rotation reduces the effect, but does not eliminate it completely. Increasing the 
distance between the detector and sample also helps reduce the effect. 
 

HPG
 

5 
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B. Effect of measurement distance  
 
Summary:  
This exercise demonstrates the effect of the distance in a measurement.  
 
Required Equipment: (Same as in previous section) 
 HPGe detector, side-looking, with collimator and filter. 
 Data acquisition hardware and software. 
 Empty or light density 55-gallon drum.  
 Turntable. 
 SNM standard (recommend 239Pu, 10-100 g). 
 Calculator. 
 
Discussion:  
As discussed previously, the absolute detector efficiency varies approximately as the inverse 
square of the distance between the detector and the gamma-ray source (E ∝ 1/r2). So as the 
detector-sample distance becomes larger then the absolute detector efficiency will quickly 
reduced. However, the large distance will also reduce the dependency of the radioisotopes within 
the sample.  
 
Consider the figure in the previous section. The detector is placed at a distance D from position 
1. R is the radius of the circle made by the rotation of the source at position 2, 3, and 4.  
 

 

1 
2 

3 

4 HPGe 

 
 
The equations for the rates at various positions are 
 
R1 = I / D2 
R2 = I / (D-R)2 
R3 = I / (D2+R2) 
R4 = I / (D+R)2 
 
where I is a constant proportional to the source gamma ray. 
 
The table below shows the ratios of the gamma rate at various detector distance-to-radius ratios 
of source at positions 2, 3, and 4 to that at position 1. The fifth row shows the average ratios for a 
source at position 2, 3, 4, and 3’ where position 3’ is opposite of position 3. The last row shows 
the ratios if the source at either position 2, 3, or 4 is rotated. 
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It can be seen that for the not too small detector distance to the radius (>3) then the average of 
four measurements at four positions 2, 3, 4, and 3’ can be assumed to be equivalent to the 
measurement of the rotating sample. 
 
Note that rotation of the sample reduces response variations caused by radial distribution of 
SNM, but does little to compensate for height variations, or for variations caused by a 
heterogeneous matrix.  
 

Detector Distance/Radius 2 3 5 10 
Rate2/Rate1 4.00 2.25 1.56 1.23 
Rate3/Rate1 0.80 0.90 0.96 0.99 
Rate4/Rate1 0.44 0.56 0.69 0.83 
Ave = (P2+2*P3+P4)/(4*P1) 1.51 1.15 1.05 1.01 
Rotation 1.33 1.13 1.04 1.01 
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Exercise: The effect of measurement distance 
 
Repeat the exercise as in the previous section, but with the detector at about 150 cm from the 
center of the drum instead of 50 cm as before. 
 
Step 1: Set up the HPGe detector so that the distance to the center of the turntable is about 150 
cm. Raise or lower the turntable so that the base is a few inches lower than the center height of 
the detector. Place a drum (optional) on the turntable, as shown: 
 

 
Step 2: Place an SNM standard in the center of the turntable (or drum). Only LANL staff may 
handle radioactive sources. 
 
 
Step 3: Collect a spectrum using Maestro. If using 235U, identify the peak near 186 keV. If using 
239Pu, identify a peak near 129 keV or near 414 keV. Define a narrow region of interest that 
includes this peak. Set the preset count time to 100 seconds live time. 
 
 
Step 4: Acquire a 100-second spectrum with the source in each of the four positions indicated 
below. For each case, record the net area and uncertainty for the peak (with Maestro, you may 
double-click on the ROI to determine the net area and uncertainty). 

 
Position  Net Area A Uncertainty σ 

1 A1= σA1= 

2 A2= σA2= 

3 A3= σA3= 

4 A4= σA4= 
 
 

HPG
 

1 

3 

2 4 

150 cm HPGe 
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Step 5: Compare the Net Area from position 2 to the Net Area from position 1: find the ratio R21 
= A2/A1 and the uncertainty σR21 = R21 × [(σA1 / A1)2 + (σA2 / A2)2]1/2. Repeat for positions 3 and 4. 
(Report three significant figures, for example, “1.23”.) 
 

Position  Ratio R Uncertainty σR 

2 A2/A1 = R21 = σR21 = 

3 A3/A1 = R31 = σR31 = 

4 A4/A1 = R41 = σR41 = 

Ave (R21+2R31+R41)/4 = σAve =  
 
Are the ratios different from unity? Are the differences statistically significant? How are these 
results compared with those in the first exercise? 
 
 
Step 6: Place the source in an edge position, and begin rotation of the turntable (we will call this 
position 5). Acquire another 100-second spectrum live time.  

 
Record the net area and uncertainty, and compute the ratio R51 = A5/A1 and the uncertainty σR51.  
  

Position  Net Area A5 Uncertainty σA5 Ratio R51 Uncertainty σR51 

5   A5/A1=  
 
Is the ratio closer to unity? Is the difference statistically significant? Compare R51 with RAve. How 
are these results compared with those in the first exercise? 
 
 

HPG
 

5 
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C. Far-field measurement 
 
Summary:  
This exercise demonstrates the simple measurement using the far-field approximation.  
 
Required Equipment: (Same as in previous sections) 
 HPGe detector, side-looking, with collimator and filter. 
 Data acquisition hardware and software. 
 Empty or light density 55-gallon drum.  
 Turntable. 
 SNM standard (recommend 239Pu, 10-100 g). 
 Calculator. 
 
Discussion:  
The count rate of a gamma ray peak recorded during a measurement can be expressed as 

Error! Bookmark not defined. EffBr
T

NC *)2ln(

2/1

=    (1) 

where N is the number of the atoms of the isotope releasing the gamma ray, T1/2 is the half-life of 
the isotope, Br is the decay branching ratio of the gamma ray, and Eff is the absolute efficiency 
of the system at the gamma ray energy. The absolute efficiency is further expressed as 
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where ρ = spatial density of the isotope being assayed 
 ε = absolute full-energy detection efficiency 

µi = the linear attenuation coefficients of the external absorbers 
µPu = the linear attenuation coefficients of the SNM sample 

 xi = the thicknesses of the external absorbers 
 r = the distance that gamma rays travel within the sample 
 dV = volume element. 
 
The parameters ρ, µi, and µPu are constant whereas ε and r are functions of position. The first 
term describes the attenuation due to all the external absorbers, and the term inside the square 
bracket is related to the self-attenuation of the gamma ray inside the SNM. For point sources (or 
far-field measurement of sources of simple shapes such as a slab, a cylinder, or a sphere), this 
equation can be much simplified and reduced to a form involving only elementary functions. 
However, for most geometrical configurations, there is no closed-form analytic solution to the 
integrals inside the square brackets. For near-field measurement (where the source dimension is 
comparable to the source-detector distance), numeric methods must be used.  
 
One can obtain the number of the atoms of isotope, N, from equations 1 and 2. Combination with 
isotopic information yields the total mass of SNM. Most of the terms in equations 1 and 2 are 
known except the attenuations due to the external absorbers and self-absorption. In the first part 
of this exercise, we will use a crude and simple method to estimate these unknowns. In the later 
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parts, we will explore some complex methods that can use different gamma rays at different 
energies to determine these unknowns. 
 
For far-field measurements of simple shapes such as a slab, a sphere, or a cylinder then equation 
2 above can be simplified.  
 
For a slab or a box shape sample, equation 2 will become 

 ( ) ( )
X

X
eEff

Pu

Puxii

µ
µεµ )exp(1

*
−−

≈ ∏ −   (3) 

where X is the thickness of the box. 
 
For a spherical sample in the far field, then 
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where D is the sample diameter. 
 
For a cylindrical sample viewed along a diameter in the far field, then 
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* 11 −
≈ ∏ −   (5) 

where L1 is the modified Struve function of order 1, I1 is the modified Bessel function of order 1, 
and D is the sample diameter. 
 
The Struve and Bessel functions make it difficult to use with spreadsheets. So we may need to 
approximate the functions using some other functions that can be easily calculated using a 
calculator or Excel. 
 
Note that a cylinder is somewhat between a sphere and a box. So the self-attenuation (SA) of a 
cylindrical shape may be approximated by a combination of those of a slab and a sphere. It turns 
out that  
SAcylinder ~ 0.416 SAslab + 0.584 SAsphere with less than 1% bias.  
 
To simplify it further, we then approximate 
SAcylinder ~ 0.5 SAslab + 0.5 SAsphere with less than 2% bias.  
 
Equation 5 would then become  
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C.1. Exercise: Simple far-field measurement 
Measure a sample inside a rotating drum.  
 
Step 1: Set up the HPGe detector so that the distance to the center of the turntable is about 150 
cm. Raise or lower the turntable so that the base is about 40 cm lower than the center height of 
the detector. Place a drum on the turntable, as shown: 
 

 
Step 2: Place the source somewhere in the drum (preferably in an edge position) and begin 
rotation of the turntable. Acquire a 1000-second spectrum live time. If using 235U, identify the 
peak near 186 keV. If using 239Pu, identify a peak near 129 keV or near 414 keV. Define a 
narrow region of interest that includes this peak. Record the net area and uncertainty. 
 
Step 3: Use the equations 1 and 6 above to calculate the value for N, the number of the atoms of 
the isotope releasing the gamma ray. From there, the mass of the isotope will be obtained.  
 
From equation 1, then 

 
EffBr

CT

EffBr
T
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*)2ln(*)2ln(
2/1

2/1

==   (7) 

 
The value for Eff will be calculated using equation 6.  
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The table below shows the linear attenuation coefficients of several common external absorbers 
for several energies. The unit for the coefficients is 1/mm. 
 
Isotope Energy C Al Fe Cu Cd Pb 
239Pu 129 keV 0.031 0.038 0.200 0.266 0.748 3.680 
235U 186 keV 0.028 0.033 0.115 0.140 0.258 1.140 
239Pu 414 keV 0.021 0.024 0.072 0.082 0.093 0.243 
241Am 662 keV 0.017 0.020 0.057 0.064 0.063 0.113 
 
The linear attenuation coefficient of SNM matrix µPu is generally unknown and will have to be 
determined using some available methods.  
 

150 cm HPGe 
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a. One of the possible methods uses calibration standards. The calibration standards are 
prepared as nearly identical as possible in size, shape, and composition to the unknown. 
This procedure produces good results only if the unknown and standards are sufficiently 
similar that the same concentration of assay material in each gives rise to the same linear 
attenuation coefficient. For unknown waste measurements, this method does not work 
well. 

 
b. The second method exploits previous knowledge of the chemical composition, mass, and 

shape to compute the linear attenuation coefficient. Computation of the sample 
attenuation coefficient from knowledge of the chemical composition and densities is 
straightforward for well-known material. For waste, this method may or may not work 
well. 

 
c. Another method involves measuring the transmission through the sample of a beam of 

gamma rays from an external source. This method requires no knowledge of the chemical 
composition or density of the sample, just the basic assumptions regarding uniformity 
and particle size. It is often the preferred method when the best obtainable accuracy is 
desired. (This transmission method is used in TGS and SGS). 

 
For simple assay of light density waste, it is often the case that a rough estimate of the SNM 
should suffice. Then the attenuation coefficient can be estimated based on the overall measured 
or estimated density of the matrix. Since the waste matrix can be of any material from low-Z to 
high-Z, for the general attenuation coefficients used in this simple method, we will assume that 
the average Z value of the matrix is similar to that of aluminum. The table below shows the 
assumed attenuation coefficients of the SNM matrix, which is that of aluminum. The unit for the 
coefficients is cm2/g. 
 
Isotope Energy C Al Fe Cu Cd Pb 
239Pu 129 keV 0.138 0.140 0.224 0.261 0.747 2.807 
235U 186 keV 0.125 0.122 0.144 0.156 0.323 1.126 
239Pu 414 keV 0.094 0.090 0.090 0.089 0.103 0.204 
241Am 662 keV 0.077 0.074 0.072 0.071 0.073 0.105 
 
 
Note that, for moderate to high-energy gamma rays, the coefficients (in units of cm2/g) of most 
materials are about the same.  
 
Some other information necessary for the determination of the SNM is shown below. 
 
Isotope Energy T1/2 Br 
239Pu 129 keV 2.41e4y 6.29e-5 
235U 186 keV 7.04e8y 5.73e-1 
239Pu 414 keV 2.41e4y 1.47e-5 
241Am 662 keV 4.24e2y 3.62e-6 
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One final value needed for the calculation is the absolute detection efficiency ε at the measured 
energy. The instructor has measured the absolute detector efficiency at various energies and will 
give you this information.  
 
Using all the information, compute the number of the atoms of the isotope releasing the gamma 
ray N and enter them into the table below. The mass of the isotope is determined with the help of 
the isotope mass and the Avogadro's number 6.022e23/g. 
 
Step 4: To obtain the total SNM mass, isotopic information of the SNM is needed. Your 
instructor will obtain the isotopic information from the spectrum with the isotopic analysis code 
FRAM for you. 
 
Using the isotopic information, calculate the measured SNM mass. Report the results in the table 
below. 
 
Isotope Energy Π(exp

(µixi)) 
Self 
Atten 

Eff C T1/2 Br N Isotope 
mass 

Mass 

239Pu 129 keV          
235U 186 keV          
239Pu 414 keV          
241Am 662 keV          
 
 
Ask your instructor for the accepted value of the SNM mass. How do your measured SNM 
masses compare to the actual mass? 
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C.2. Extra Exercise: Multiple peaks 
If multiple peaks of an isotope are used to calculate the isotope mass then you have several 
choices to calculate the final results. 

1. The measured result is the average results of all these individual peaks.  
2. Correct for lumps in the in the matrix. The way to do it is to be shown below. 
3. Depending on the waste (sludge, a point source in a matrix...) that you may least square 

fit the data to equation 1 with equation 6 for the Eff with either the absorber thickness or 
the matrix density as the variable. (The least-square fit can be done using the Solver in 
Excel.) 

4. If 3 or more points are used then you may also fit the data with both the lump correction 
and either the absorber thickness or the matrix density free. 

5. If 4 or more points are used then you may also fit the data with the lump correction, the 
absorber thickness and the matrix density free. 

 
Report the results in the table below. How do your measured SNM masses compare to the actual 
mass? 
 
Meas Isotope Energy 

(keV) 
Lump 
type 

Lump 
thick 

Matrix 
type 

Matrix 
thick 

Absorb 
type 

Matrix 
thick 

Isotope 
mass 

Mass 

1           
2           
3           
4           
Ave           
Fit 1           
Fit 2           
Fit 3           
 
Lump correction: 
If more than 2 peaks of an isotope are used to calculate the isotope mass then another method can 
be used to calculate the absolute efficiency of the system Eff. This method does not use the 
density or the total mass of the drum, which in some measurement situations is a plus. 
 
The expanded absolute efficiency is just equation 6 with the lump correction factor. 

( ) [ ] ( )
PuPu

PuPux

x
x

DD
D

D
D

D
eEff ii

µ
µ

µµ
µ

µ
µ

µ
εµ )exp(1*
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)(
21

2
3)exp(1

2
* 22

−−

















+−+−+−−≈ ∏ −       

(8) 
 
where µPu = the attenuation coefficients of the SNM  

xPu = the average size of the SNM in the matrix 
 
This estimation assumes that SNM is present as small lumps in the waste matrix and the gamma 
rays emitted by the SNM are self-attenuated inside the lumps before getting out and then 
attenuated by the matrix. The self-attenuation formula should be that of the spherical lump. 
However, since this is only an approximation, the simpler form of the self-attenuation of a slab is 
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used instead. The µpu can be that of metal, oxide, or whatever form the SNM is in. The thickness 
of the SNM lump size xPu is determined by least-square fitting the data points at different 
energies. 
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C.3. Extra Extra Exercise: FRAM assistance 
If FRAM is used to calculate the isotopic composition of the sample then you can use the results 
from the physical efficiency of the FRAM analysis to calculate the SNM mass.  
 
FRAM's physical efficiency is very similar to equation 8 with the absolute full-energy detection 
efficiency ε replaced by a generic efficiency curve and a correction factor. If this replacement of 
the absolute full-energy detection efficiency ε is exact then one can just use the absorber and 
matrix values measured by FRAM to calculate the SNM mass. However, it is unlikely that the ε 
replacement is exact and one would have to re-fit the absolute efficiency using equation 8. The 
advantage here is that we can use many peaks, include the weak ones, from many isotopes to 
calculate the SNM mass instead of a few good ones of a single isotope as done previously.  
 
In FRAM, after a FRAM analysis, click on the display Medium Results and roll down to the 
efficiency calculation section. An example is shown in the figure below. Left-mouse click and 
hold and roll down to copy the lines and paste them into an Excel sheet.  
 
The (A/Br) of all the isotopes i can be normalized to that of the main isotope j by multiplying 
those of the other isotopes by exp(Ij-Ii). That is  
 (A/Br)j = (A/Br)i * exp(Ij-Ii).  
 
Then the new ratio (A/Br) can be used as that of the isotope j in the mass calculation. As an 
example, in the figure below, the (A/Br) ratios of the 238U peaks can be normalized to that of 
235U by multiplying them by exp(IU235-IU238) = exp(1.19532e1-1.31552e1) = exp(-1.202) = 
0.3006. 
 
Fit the data in the same way as in the previous section and report the results in the table below. 
How is your measured SNM mass compared to the actual mass? Compared to the masses 
measured by the previous methods? 
 
Isotope Matrix 

type 
Matrix 
thick 

Lump 
size 

Isotope 
mass 

Mass 

      
 
If time permits, go back to exercise C.1 and repeat with the same or different source at a different 
position in the drum. 
 
HAVE FUN.
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Tomographic Gamma Scanning (TGS) 
Segmented Gamma Scanning (SGS) 

Safeguards Science and Technology, NEN-1 
Los Alamos National Laboratory 
Los Alamos, New Mexico 87545 

USA 



Gamma-ray techniques for waste 
Simple far-field gamma assay (without 

transmission correction) 
Transmission-corrected gamma assay 
Far-field, non-segmented assay 
Near-field, segmented assay 
 Segmented gamma scanning (SGS) 
 Tomographic Gamma Scanning (TGS) 



Simple far-field gamma assay 
 Sample mounted on rotating 

platform, at a distance from 
the detector. 

 Detector views entire 
sample at one time 

 It estimates the absorption 
correction by 
guessing the sample density 
 fitting data points at different 

energies 

 Require HPGe detector 
 Reasonable measurement 

time, <~1h. 
 Accuracy: >30% 



Far-field, non-segmented assay 

 Transmission source placed on far side of sample from detector. 
 Sample mounted on rotating platform, at a distance from the detector. 
 Detector views entire sample at one time 
 Required: calibration standards, homogenous and uniform samples 

Collimated Detector

Analysis 
Electronics

Collimated  
Transmission  

Source

Transmission 
Source 
Shutter

Rotator 
 

and 
 

Elevator

Personnel Shielding

Cs
137

- 50 cm
Assay Sample

(- 0.15 cm) Pb 
 

(- 0.08 cm) Cd



Near-field, segmented assay (SGS) 
Passive, absorption-

corrected gamma-ray 
assay of SNM 

Sample rotation and 
vertical scanning 

Sample is assayed one 
horizontal segment at a 
time 

Require HPGe detector 

Transmission Source

Sample

Detector

Segment Definition

SGS Measurement Geometry

Rotating Scan Table



Near-field, segmented assay (SGS) 
SNM 

Sample
Collimator

Detector

Detector 
Movement

Sample Rotator

Sample Movement

External Radiation 
Source

Movable Source  
Shield

Reasonable 
measurement time, 
~1h. 

Accuracy: 
Small sample, 1-

100g SNM: 2% to 
10% 
Small sample, 100-

500g SNM: 10% to 
25% 
55-gal drum, >~25% 



Near-field, Tomographic Gamma (TGS) 
 Passive, absorption-

corrected gamma-ray 
assay of SNM 

 Sample rotation, translation 
and vertical scanning 

 Sample is divided into 
horizontal segments, each 
segment is partitioned into 
many volume elements. 

 Require HPGe detector 
 Reasonable measurement 

time, ~1h. 
 Slightly more accurate than 

SGS 



TGS: The Bare Essentials 
 Imagine a 55 gallon drum made of 1500 small 

volumes. 
Each of the 15 layers has 100 volumes. 
We need to assay each of these small volumes and 

then sum. 
To assay these volumes we acquire plutonium 

spectra for 100s of projections or views.(Defined in 
next slide) 

We then determine the attenuation of the matrix by 
using the transmission source.  



Matrix Transmission Correction  



Lump correction 
 The transmission correction (of 

TGS and SGS) averages over 
the matrix in the volumes 
between the SNM and the 
detector. 

 It does not correct for self 
attenuation in lumps of SNM. 

 Lump corrections for Pu are 
performed by computing assay 
results at four widely spaced 
energies.  A curve is fitted 
through the points, and the 
asymptotic value gives the 
corrected mass. 

Corrected Mass=342.6 g
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Lump correction for Pu & U  

 Plutonium 
Gamma energies range from 129 

keV to 414 keV 
 The mass attenuation coefficients 

at 129 keV is 15 times the value 
at 414 keV. 

Correction bias ~ few percent. 

 Uranium 
Gamma energies range from 143 

keV to 205 keV. 
 The mass attenuation coefficients 

at 143 keV is 2 times the value at 
205 keV. 

Correction bias is large, ~> 50% 

Corrected Mass=342.6 g
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Summary 
 Several different gamma ray NDA methods can be used to 

measure waste. 
Simple far-field gamma assay is simplest but its error is large 
Transmission-corrected gamma assay TGS and SGS are more 

complicated but can give more accurate results 

 The SGS and TGS can give good results for small amount of 
SNM in small containers. 

Without lump correction, the waste measurement results may 
have large biases. 



 

 1

 
 

 
 

SGS and TGS operations 
 

Laboratory Exercises 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Instructions on operating the Antech TGS 

COE training school 
 

LA-UR-14-24448 



 

 2

Objective:  
 To train the students on running the Antech TGS system. 

 
Equipment:   

 The Antech TGS system 
 
Nuclear Materials:  

 Uranium foils (orange). 
 
Other Materials:  

 Drums with various matrixes. 
 

Instructors: 
 Los Alamos National Laboratory Technical Staff 

 
Lesson Plan: 

 Original Release: June 2014 
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Laboratory Exercises  
 
There are 5 switches to turn on:  

 The master switch of the power strip behind the computer. 
 The computer switch in front of the computer. 
 The motors switch in front of the TGS control system, just below the door. 
 The DSPEC switch below the motors switch. 
 The DSPEC switch in front of the DSPEC. 

 
There are 3 software codes running at the same time: Ortec Maestro, Antech MasterScan, and 
Antech MasterAnalysis. The Maestro code is used to setup the gamma ray detector system. 
This will need to be completed before starting the other 2 software codes. The MasterScan and 
MasterAnalysis codes are used to setup the measurement and analysis. 
 
For this lab, the gamma ray detector system is already setup and need no adjustment. The 
transmission source is a Ba133 source and the dead time correction source is an Am241 
source. 
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A. TGS steps 
 

1. Create container type: MasterAnalysis -> Setup -> TGS ->TGS_MAT -> Open Matrix 
Group -> then open a similar container then EDIT and save as. In Explorer go to 
C:\Antech\Programs\MasterAnalysis\AnalysisFiles\TGS_MAT and copy all the files with 
the name of the just created container type to the folder 
C:\Antech\Programs\MasterAnalysis\AnalysisFiles\matrix. 

2. Select container: MasterScan -> Setup -> Container types -> Press >> to select 
container then EDIT and modify Pedestal and Tare weight. 

3. Create material type: MasterAnalysis -> Setup -> ROI editor -> click on Open TRI and 
select a similar TRI for the measurement. Enter ROI information for the Transmission and 
emission peaks. Note that the saved data are compressed by a factor of 2 (when 
comparing with the spectrum shown in Maestro) and so the ROI values entered are a 
factor of 2 smaller and the energy calibration slope M (last row) is a factor of 2 larger. 

4. Add ROI to TRI file: MasterScan -> Setup -> Measurement control -> Configuration -> 
select the TRI file then select the appropriate ROI file. 

5. Assay type: MasterAnalysis -> Setup -> Calibration -> Add New -> then type in the 
Assay type. The calibration type should be Mass. 

6. Set default: MasterScan -> Setup -> Defaults then select the Assay type. 

7. Add calibration: MasterScan -> Setup -> Calibration Standards -> Add New and then 
enter information for the standard. 

8. Setup scan: MasterScan -> Setup -> Scan Parameters -> Check the Calibration and 
New Calibration boxex and select the Calibration standard. The Measurement type is 
TGS. Click Authorize Scan. 

9. Run scan: Click Run (top left corner). A Sample Information dialog box will appear. Enter 
the Sample ID, select the Assay type, enter Net Sample weight, and click Start. 

10. Analyze data: After the run is finished, go to MasterAnalysis, select File | Open and 
browse to C:\AntechData\RawData and select the appropriate data file then click Open. 
The TGS Analysis Information dialog box appears to show the spectra and other 
information. Click the Analyze button to analyze the data. 

11. Repeat calibration: TGS requires at least 2 calibration standards. Repeat steps 7-10 to 
add another calibration standard. Check the Calibration box but not the New Calibration 
box in step 7.  

12. Assay material: Repeat steps 7-10 to assay data. Do not check the calibration box in 
step 7.  
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B. SGS steps 
 

1. Create container type: MasterAnalysis -> Setup -> TGS ->TGS_MAT -> Open Matrix 
Group -> then open a similar container then EDIT and save as. In Explorer go to 
C:\Antech\Programs\MasterAnalysis\AnalysisFiles\TGS_MAT and copy all the files with 
the name of the just created container type to the folder 
C:\Antech\Programs\MasterAnalysis\AnalysisFiles\matrix. 

2. Select container: MasterScan -> Setup -> Container types -> Press >> to select 
container then EDIT and modify Pedestal and Tare weight. 

3. Create material type: MasterAnalysis -> Setup -> ROI editor -> click on Open TRI and 
select a similar TRI for the measurement. Enter ROI information for the Transmission and 
emission peaks. Note that the saved data are compressed by a factor of 2 (when 
comparing with the spectrum shown in Maestro) and so the ROI values entered are a 
factor of 2 smaller and the energy calibration slope M (last row) is a factor of 2 larger. 

4. Add ROI to TRI file: MasterScan -> Setup -> Measurement control -> Configuration -> 
select the TRI file then select the appropriate ROI file. 

5. Assay type: MasterAnalysis -> Setup -> Calibration -> Add New -> then type in the 
Assay type. The calibration type should be Mass. 

6. Straight through: MasterAnalysis -> Setup -> SGS -> Percent of Straight Through -> 
Enter the Assay type in to the text box and click OK. A Straight Through of several 
percent should be OK for most matrixes. For very dense matrix, 1% or 2% may be 
needed. 

7. Set default: MasterScan -> Setup -> Defaults then select the Assay type. 

8. Add calibration: MasterScan -> Setup -> Calibration Standards -> Add New and then 
enter information for the standard. 

9. Setup scan: MasterScan -> Setup -> Scan Parameters -> Select SGS as the 
Measurement type. Check the Calibration and Initialize boxes. Click Authorize Scan. 

10. Run scan: Click Run (top left corner). A Sample Information dialog box will appear. Enter 
the Sample ID, select the Assay type, enter Net Sample weight, and click Start. 

11. Analyze data: After the run is finished, go to MasterAnalysis, select File | Open and 
browse to C:\AntechData\RawData and select the appropriate data file then click Open. 
The TGS Analysis Information dialog box appears to show the spectra and other 
information. Click the Analyze button to analyze the data. 

12. Absorption coefficient ratios: A series of the MasterAnalysis Input boxes will appear 
asking for input on the ratios of the absorption coefficient value of the 186-keV peak to 
those of the peaks of the transmission source for the container and the material. Enter 
the ratios as asked. Table below shows the absorption coefficient values for several 
gamma rays.  

Isotope Energy (keV) MuFe(cm2/g) MuPoly(cm2/g) 

U235 186 0.1443 0.1424 

Ba133 81 0.5220 0.1767 

Ba133 303 0.1050 0.1209 

Ba133 356 0.0968 0.1136 
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13. New calibration: Repeat steps 9-11 for the same calibration standard. In step 9 check 
the Calibration and New Calibration boxes.  

14. Repeat calibration: SGS requires at least 2 calibration standards. Repeat steps 8-11 to 
add another calibration standard. Check the Calibration box but not the New Calibration 
box in step 9. 

15. Assay material: Assay material: Repeat steps 8-11 to assay data. Do not check the 
calibration box in step 9.   



Tomographic Gamma Scanner 
Experience:  Three Cases 

 
David Mercer 

LA-UR-14-24833  



Elevator 

Table 

Translation 

Mechanism 

Turntable 

Transmission 

Source (75Se) 

HPGe  

Detector & 

Collimator 

Sample 

Case 1: Rocky Flats Plant 1997, HEU  

TGS Instrument in trailer 



Laboratory Verification 
Drum with four known sources  
in a borosilicate glass matrix.   

Known amount: 18.6 g 235U  

Assay result: 18.8 ± 1.5 g 235U  

Transmission Emission 

-ray activity  
at 186 keV 

-ray attenuation  
at 186 keV  

30 minute 
transmission scan  

+ 
30 minute  

emission scan 
 

≈ 10 cm resolution, 
≈ 8% uncertainty  

 



Waste Drum Measurements 

Borosilicate Glass / 23.2 g 235U 

Borosilicate Glass / 1.4 g 235U Plastics / 14.0 g 235U 

Light Metals / 30.7 g 235U 

Transmission Emission Transmission Emission 



Results 
 

 123  Borosilicate Glass 

     3  Soil 

     1  Chemical 

   12  Light Metals 

   44  Cellulose 

   29  Plastics 

—————————— 
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Lump corrections were applied, but were not necessary.  The only item with 
detectable lumps was the calibration source provided by the facility. 



Case 2: Los Alamos 1999, Pu-238 
Heat-Source Plutonium (80% 238Pu) 

 from manufacture of thermoelectric batteries 

 Residual fluorine mixed with plutonium 

  neutrons from (,n) reactions 

 19F(,n )22Na     22Ne + +  +  (1275 keV) 

  
 

0 250 500 750 1000 1250 1500

Gamma Energy (keV)

19F(,n) 

1275 keV 

238Pu 

153, 766 keV 

 0                     250                  500                   750                 1000                1250                1500 

Neutron multiplicity is the preferred measurement method,  

but some drums had too much fluorine. 



TGS Images (heat-source Pu waste)  

Transmission Emission 

(shows location 
of  238Pu) 
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Neutron and TGS 

Results 

Combined Neutron and TGS Results 

Summary of Assay Results 
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Case 3:  Rocky Flats 1999-2000,  
Pyrochemical Salts 

Lightweight TGS  
(for drums and cans) 

Rocky Flats Plutonium 
Processing Facility  



Performance on Pyrochemical Salts  
From 209 verification runs: 

• 1-σ Uncertainty = 9.4% 

• Inventory Bias = (-0.04 0.99)% 

13.461 kg (TGS ) 

13.467 kg (Calorimetry) 

 

       Lump Corrections Necessary 
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Lump Correction Example  

 

Uncorrected Mass = 290.9 g 

Corrected Mass = 342.6 g 
Mass from Calorimetry = 349.0 g 

Corrected Mass=342.6 g
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Waste Characterization by 
Neutron NDA Overview 
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Nondestructive Assay Training 
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Common US Waste Containers include: 

• Standard Large 
Box 2 (SLB-2) 

— 175 x 275 x 186 cm 
— 3670 kg max net 

• Ten Drum 
OverPack (TDOP) 

— Holds ten 200 liter 
drums 

— Free waste up to 
2270 kg 

— 181 x 186 cm 

• Standard Waste 
Box (SWB) 

— 138 x 180 x 94 cm 
— 1818 kg max net 

• B25 – Waste Box 
— 121 x 183 x 121 cm 
— 2200 kg max net 

 
 
 

Ten Drum Overpack  
(TDOP) 

Standard Liner Box (SLB-2) 

200 liter Drum 

Standard Waste Box (SWB) 

B25 Boxes 
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Characterizing Radioactive Waste 

• Identify proper segregation and packaging 
regulatory and local requirements 

• Personnel safety and environmental protection 
• Criticality safety 
• Develop suitable treatment technologies 
• Provide necessary input to facility compliance and 

safety studies 
• Transport and dispose in accordance with 

regulations 
• MC&A 
• Nuclear safeguards monitor and protect potential 

SNM diversion pathways 
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Introduction: Why Neutron Counting? 

• Highly penetrating. 
—Low rate of interaction with matter. 
—Can measure entire volume of item.  
—Reduces sampling errors. 
—Can measure large volume items.  Gamma rays 

are limited (typically) to smaller items.  (“Skin 
thickness.”) 

• Neutron rates are related to the amount of fissionable 
material.  (Pu, U, etc. – what we need to safeguard) 

• The amount of fissionable material is related to the α-
decay rate (often the key quantity for waste 
measurements). 
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Why Neutron Counting (con’t) 

• Insensitive to interference by other gamma-
emitting radionuclides.  (unless a (γ,n) source) 

• Neutron Count Data can be obtained rapidly. 
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Isotopics 

• All NDA measurements measure only a particular 
isotope or subset of isotopes. 

• Must use an isotopics measurement in 
combination with other NDA to obtain a complete 
inventory. 

• For example, Active neutron measurements 
measure Pu-239, which requires isotopics to 
obtain entire Pu inventory. 

• Isotopics systems are gamma ray based. 
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Passive Neutron Counters 

• WDAS  Waste Drum Assay System  
 

• HENC  High Efficiency Neutron Counter 
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Waste Drum Assay System (WDAS) 

• Waste and Safeguards Measurements 
—Fertile isotopes (e.g., 240Pu) are measured via 

coincidence or multiplicity neutron counting. 
—Performance 

– Container: ≤ 55 gal drums 
– 19% neutron detection efficiency 
– Measurement Range: 2.5 mg - few kg 240Pu 
– Measurement Time: 30 min 

• Primarily used for MOX fuel wastes in Japan and 
characterizing drums for TRU waste disposal in 
the US. 
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Waste Drum Assay System (WDAS) 
• Less sensitive than gamma NDA but 

generally more accurate. 
• Some troublesome matrices but the 

WDAS is usually teamed with a gamma 
system. 

• Add-A-Source Matrix correction  
improves accuracy. 
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Add-A-Source Matrix Correction 
•The presence of moderators in 

the drum cause a reduction in 
the detected neutron signal. 

•The AAS technique is used to 
correct for this effect. 

—A small 252Cf source is stored 
next to the counter inside a 
cube of HDPE when not in use. 
—The source is moved into the 
assay cavity in close proximity 
to the waste drum. 
—The change in response from 
the 252Cf source due to the 
presence of the drum is used 
to correct for the moderator 
effects 
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AAS Matrix Correction Performance 
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High Efficiency Neutron Counter (HENC) 

• Waste and Safeguards Measurements 
—Fertile isotopes (e.g., 240Pu) are measured via 

coincidence or multiplicity neutron counting. 
—Performance: 

– Container: ≤ 55 gal drums 
– 30% neutron detection efficiency 

– Adequate for multiplicity analysis 
– Measurement Range: 1.3 mg - few kg 240Pu 
– Measurement Time: 30 min 
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High Efficiency Neutron Counter 
 • Higher Efficiency than the WDAS 

• More shielding than WDAS 
• Multiplicity Counting allows new algorithms 
• Primary use – TRU characterization in US, 

ILW screening in the UK.  
• AAS correction improves accuracy. 

 



Waste Characterization with WDAS 
and the Add-a-Source Method 

China Center of Excellence Nondestructive 
Assay Training 

LANL 

LA-UR-14-24457 
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Characterizing Radioactive Waste 
•  Proper segregation and packaging to meet regulatory 
and local requirements 

•  Personnel safety and environmental protection 

•  Criticality safety 

•  Develop suitable treatment technologies 

•  Provide necessary input to facility compliance and safety 
studies 

•  Transport and dispose in accordance with regulations 

•  Materials Control and Accountability (MC&A) 

•  Nuclear safeguards monitor and protect potential SNM 
diversion pathways 
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Introduction: Why Neutron Counting? 

•  Gamma rays can be attenuated making large items that 
include high Z material or nonuniformities problematic 

•  Neutrons are highly penetrating 

—  Low rate of interaction with matter 

—  Can measure entire volume of item 

—  Can measure large volume items 

—  Reduces sampling errors 

•  3He neutron detectors are insensitive to interference by 
other gamma-emitting radionuclides 

•  Neutron Count Data can be obtained relatively rapidly 
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Why Neutron Counting (con’t) 

•  Neutron rates are related to the amount of 
fissionable material.  (Pu, U, etc. – what we need 
to safeguard) 

•  The amount of fissionable material is related to 
the α-decay rate (often a key quantity for waste 
measurements) 

•  Isotopic information is needed to determine total 
nuclear material mass (gamma-ray assay, destructive 
analysis, process knowledge) 
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Waste Drum Assay System (WDAS) 

•  Used for Waste and Safeguards Measurements 

—  Coincidence (doubles) counter for measuring 
spontaneously fissioning isotopes (e.g. 240Pu) 

—  Less sensitive than gamma NDA but generally more 
accurate 

—  Add-A-Source Matrix correction improves accuracy 

•  Primarily used for MOX fuel wastes in Japan  

•  Used for Transuranic (TRU) waste in the US 
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Containers up to 55 gal drums (208 L)          Neutron Detection  
Efficiency ~19% 

Waste Drum Assay System (WDAS) 



Page 7 

WDAS Add-a-Source 

• A small 252Cf source is stored 
next to the counter inside a cube 
of HDPE when not in use. 

• The source is moved into the 
assay cavity beneath the waste 
drum. 

• Waste AAS assays are 
performed with and without the 
external 252Cf source present 

HDPE 

252Cf Source 
 Storage 

Add-a-Source 
Position 

Detector 
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•  The technique is used in waste measurements where 
Pu is intermingled with matrix material (e.g. metal, 
paper, plastic, etc.) 

•  The presence of moderators in the matrix causes a 
change in the count rate of Pu 

•  Provides a method for correcting the count rate of the 
Pu inside the container 

•  This is accomplished by measuring the effect the 
matrix has on the count rate of the external 252Cf 
source (AAS) 

What is Add-a-Source? 
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Two Calibrations 

Mass Calibration (Calibration Curve Method) 
Ø  Relates the 240PuEff Mass to the doubles rate for a series of Pu 

standards placed in an empty container (no matrix effects). 
Add-a-Source Calibration 
Ø  Relates change in Pu doubles rate due to matrix materials to the 

change in doubles rate for the external 252Cf source 
Ø  Pu placed inside drums with matrix materials and count rates 

compared to Pu placed inside an empty drum 
Ø  Cf placed beneath drums with matrix materials and count rates 

compared to Cf placed beneath an empty drum. 
Ø  Gives a correction factor (CF) for the doubles rate. 
Add-a-Source doubles correction must be applied before 240PuEff 
Mass can be determined by Mass Calibration 
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WDAS Mass Calibration 

Standard Calibration Curve Method (empty drum – no matrix) 
Ø  240PuEff Mass vs. Doubles rate 
Ø  Series of Pu standards 

AAS Method only works 
with non-multiplying 
samples  
⇒ linear calibration curve 
 
Matrix and AAS can have 
additional effects on a 
multiplying sample that 
cannot be easily corrected  
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Add-a-Source Calibration 
Fractional change to external 252Cf Doubles Rate (x) vs. 
change to Pu Doubles Rate (y) due to the matrix 

Pu
 D

 p
er

tu
rb

at
io

n 
(y

) 

Cf D perturbation(x) 

AAS curve relates 
Something you can 
measure during an 
assay (x)  
to 
Something you 
really want to know, 
but can’t measure 
directly during an 
assay (y) 
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AAS Calibration (x) 
Doubles rates measured for the external 252Cf source 
Ø  With a series of drums containing various matrix 

materials in the assay chamber:  
Ø  An empty drum in the assay chamber:  

-  Cf doubles perturbation: 

 

Note: Pu not needed to determine the Cf doubles 
perturbation 

D(net)
D0

x = Do

D(net)
!1

"

#
$

%

&
'
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AAS Calibration (y) 
Doubles rates are measured for a 240Pu source 
Ø  In a series of drums containing various matrix 

materials: D’ 
Ø  In an empty drum: D0’ 

-  Pu doubles perturbation: 
 
 
Doubles rates may be averaged over multiple source 
locations to obtain a volume averaged matrix effect. 

y = !D0

!D
"1

#

$%
&

'(
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AAS Calibration Curve 
y =f(x) 

Pu
 D

 P
er

tu
rb

at
io

n 
(y

) 

Cf D Perturbation (x) 

Typically fit 
with quadratic 
or cubic 
polynomial 
 
Calibration not 
appropriate for 
absorbers  
(e.g Cd, 10B) 
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Correction Factor 
The correction factor is used to convert: 
Pu doubles rate measured with a matrix, D’    
=> Pu doubles rate with no matrix (empty drum), D0’ 
 
 
 

The correction factor is  CF = 1 + y 
 
During an assay, the x value is measured and y is 
given by the AAS calibration curve,  y =f(x) 

y = !D0

!D
"1

#

$%
&

'(
CF = !D0

!D
"

#$
%

&'
!D0 = !D "CF
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Two Add-a-Source Assay Measurements 
1.  Assay measurement (no external 252Cf) 

è Measured Pu doubles ( D’ )  
2.  AAS measurement (with external 252Cf ) 
è The Net Cf doubles rate (D(net)) is the difference of 
the two measurements 

è The Cf doubles perturbation (x) is determined by 
comparing D(net) with the unperturbed Cf doubles (D0)  
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Assay Cf Doubles Perturbation, x 
Do = Doubles rate from 252Cf  for an empty drum 

 (measured during calibration and decay corrected) 
 

D = Doubles rate from drum without 252Cf  
 (assay measurement) 

 

D(Cf) = Doubles rate from drum with 252Cf    
 (AAS measurement) 

 

D(net) = D(Cf) – D = Net 252Cf doubles rate for drum 
 (difference between AAS and assay measurements) 

 
Cf Doubles Perturbation:  x = Do

D(net)
!1

"

#
$

%

&
'
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240PuEffective Mass 
Given Cf doubles perturbation (x), the corresponding Pu 
doubles perturbation (y) is given by the AAS calibration 
curve. 

y = f(x) 
The correction factor (CF) is applied to the measured Pu 
doubles rate 

CF = 1 + y     è     D0’ = CF × D’ 

Calibration Curve uses the corrected doubles (D0’ ) to 

determine  240Pueff Mass 
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Matrix Loading Used for Calibration 
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AAS Matrix Correction Performance 

0.000 0.250 0.500 0.750 1.000 1.250 1.500

Lead

Heavy Steel

Sand

Sample Steel

Foam

Reference (Empty) Drum

Steel/Combustible

Concrete

Combustibles

Soft Board

29kg Poly

Partical Board

65kg Poly/Vermiculite

68kg Poly/Borax

Sludge

100% Poly

Relative Response

Corrected
Measured



Page 21 

Background vs Matrix Loading 

Dense matrix material may present a high cosmic ray 
spallation background contribution 

Performing 
background 
measurements 
with calibration 
drums of similar 
density can 
reduce this 
effect. 
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Instructional Goals 
 
 
 The instructional goals for this session are to understand the basics of neutron 
coincidence counting of waste using the add-a-source method, including counter setup, 
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•  Students will go through the steps required to set up and operate a Waste Drum Assay 
System (WDAS) for neutron coincidence measurements of waste.   

 
•  Students will be able to describe the types of matrices that may affect the accuracy of 

passive neutron coincidence assays unless appropriate corrections are applied. 
 
•  Students will become familiar with the data analysis and calibration methods available 

for passive neutron coincidence counting of waste materials.   
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I.   INTRODUCTION 
 
 In this session you will setup the INCC code to perform calibration and verification 
measurements on simulated waste drums using the Waste Drum Assay System (WDAS) 
detector, which uses the add-a-source (AAS) method. 
 
 The basis of the AAS method is to measure the change in the counting rate from a small 252Cf 
source (~3x104 n/s) located outside of the drum and to use this information to correct the count 
rate from material inside the drum for any changes caused by the matrix inside the drum.  The 
count rate of the material inside the drum is corrected to the empty drum case so that only a 
single mass calibration curve has to be measured (for the empty drum configuration).  In the 
WDAS system, the AAS neutron source has one location, centered beneath the waste drum. 
 
 The sample matrix has two primary effects on the neutrons: (1) energy reduction by 
scattering reactions and (2) neutron absorption of the low-energy neutrons.  In general, the 
counter is designed with an optimum moderator (CH2) thickness to be relatively insensitive to 
the energy reduction; however, as the hydrogen density in the drum increases, the adsorption 
process significantly reduces the measured neutron signal. 
 
 To correct for the matrix perturbation on the neutron signal coming from material inside the 
drum, the AAS method measures each drum both with and without the 252Cf source on the 
outside of the drum.  The measured quantities are: 
 
  S0, D0  =  Singles and doubles rates from 252Cf for an empty drum 
 
  S, D  =  Singles and doubles rates from a sample drum without 252Cf 
 
  S(Cf), D(Cf) =  Singles and doubles rates from a sample drum with 252Cf 
 
The net 252Cf doubles rate for the 252Cf and a loaded sample drum is 
 

D(net) = D(Cf) – D 
 
We use the ratio of the empty drum (after source decay correction) to the net loaded drum to 
make the matrix correction as follows: 

	 1  

 
and the correction factor (CF) is defined as 
 

CF = 1 + f(x) 
 
where f(x) is a polynomial function of x based on empirical measurements.  The measured D for 
a drum is corrected to give 
 

D(corrected) = D * CF 
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The functional relationship between the AAS perturbation x and the volume averaged sample 
perturbation f(x) is determined empirically by measuring a large variety of matrix loadings with 
the AAS.   
 
 A separate neutron source was counted in the drum to give a volume averaged matrix effect.  
For our exercise here, we are only measuring at a single location in the drum, but typically nine 
measurement locations are used and then averaged.  The averaged measurement is then ratioed to 
the empty drum case to give the volume averaged perturbation, y, defined below. 
 

	 1  

 
where    =  doubles rate averaged over the volume of an empty drum, and 
 
   =  doubles rate averaged over the volume of the drum with matrix material 
 
 
 

 
  x 

y 
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II.  SETUP 
 
Before setting up the computer and AMSR, take a few moments to examine the WDAS. Make 
sure you get a chance to try out the following features: 

 Lights on the back panel show counts in each of the 10 detector banks 
 A touchscreen controls the enclosure door 
 Floor pads and a door sensor stop door movement if a person approaches while the door 

is in motion 
 
 In this section you will set up your detector for waste measurements in the INCC 
software.  The Advanced Multiplicity Shift Register (AMSR) electronics package 
provides the high voltage (HV) for the 3He neutron detector tubes. Connect the HV cable 
to the AMSR and the detector. 
 Connect the signal cable from the detector to the AMSR and the USB cable from the 
AMSR to the computer. 
 Turn on the power to the coincidence electronics and the computer. 
 See the INCC Users Manual for details on the INCC features.  This manual is 
available in hard copy or from the “Help” option on the INCC main menu after 
installation. 
 Start the INCC program and select “View | Maintain” to set INCC to maintenance 
mode. 
 Select “Maintain | Facility Add/Delete” and add the facility “LANL” with description 
“Los Alamos Nat. Lab.” 
 Select “Maintain | MBA Add/Delete” and add the MBA “MBA1” with description 
“First MBA.” 
 Select “Maintain | Detector Add/Delete,” add your detector from the following table; 
use the AMSR serial number or barcode number for the electronics id. 
 

Detector id Type 
WDAS/001 WDAS 

   
 Enter the parameters from the table below.  Go into the Control Panel and use Device 
Manager to determine the COM PORT number your computer is configured to use.   
 

Detector 
Pre Delay 

(s) 
Gate Width 

(s) 
High Voltage 

(V) 
WDAS 2.0 128 1680V 
Note:  Use the default values for the other parameters. 

 
 Select “Setup | Facility/Inspection” and select your facility, MBA, and detector.  
Under “Optional results to display,” add “Summed raw coincidence data” and “Summed 
multiplicity distributions” to the checklist. 
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III. BACKGROUND MEASUREMENT 
 
 In this section you will measure the room background singles, doubles, and triples 
rates that will be subtracted from all the measurements that follow in this session. 
 
Remove any sources in or nearby your detector to at least 3 m away. 
 
Select “Acquire | Background.” 
 
Enter a comment, if desired. 
 
Select “Shift register” as the data source. 
 
Select “QC tests”  i.e., turn the quality control tests on.  These tests are 
 1)  raw data consistency check 
 2)  accidentals/singles test, and 
 3)  outlier test. 
 
Enter 15 cycles of 20 s each  i.e., 10 x 20 s. 
 
Click “OK.” 
 
Select “Passive” as the well configuration. 
 
Click “OK” and wait for the data. 
 
Record your results in the table below. 
 

Background singles rate (1/s)  

Background doubles rate (1/s)  

Background triples rate (1/s)  

 
The doubles and triples rates should be less than 1 count/s.  If they aren’t, there could be 
an electronics problem with your system. 
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IV. INITIAL SOURCE MEASUREMENT 
 
 In this section you will make an initial source measurement to establish the reference 
doubles rate for use in future normalization measurements. 
 The 252Cf source that will be used as the AAS is stored in a large poly block next to 
the WDAS enclosure. When the AAS is needed (for the duration of initial source and 
normalization measurements and during the AAS component of the a verification 
measurement), INCC sends a signal to the WDAS to tell the stepper motor to move the 
source into its position beneath the waste drum. 
 Select “Maintain | Normalization Setup” and then choose “Use 252Cf source doubles 
rate for normalization test”.  Enter  

 the 252Cf source id (ask your instructor) 
 change the precision limit from 0.3% to 0.5% 
 select, “Use add-a-source Cf252 source for normalization test measurements” 

 Select “Acquire | Initial Source,” choose “Use measurement precision”, and set the 
precision to 0.5%.  Enter a cycle length of 20 seconds and set the minimum number of 
cycles to 15 and the maximum to 25. Measure the source and record your results in the 
table below. 
 
 

Source id  

Measurement time(s)  

Reference doubles rate (1/s)  

Reference doubles rate error (1/s) [1]  

Reference date  

 
 
Select “Maintain | Normalization Setup” and “Use 252Cf source doubles rate for 
normalization test.”  Verify that the correct initial source data are stored there. 
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V. AAS AND MASS CALIBRATION 
 
  In this section you will perform a simplified calibration using 55-gal waste drums with a 
variety of matrices.  The goal is to obtain the calibration data that will be used to construct a 
calibration curve for the AAS correction and a second calibration curve for the plutonium.  
  Select “Maintain | Material Type Add/Delete” and add the material type “drum1”. 
 Select “Maintain | Calibration | Analysis Methods.”  Then select “drum1” as the 
material type and select “Add-a-source”  in the passive column.  Click “OK.”   
 Select “Maintain | Add-a-source setup.”  Then select “PSC WDAS COE”. You 
will be shown the specifications for the add-a-source position. 
  Your instructor will place the drum onto the WDAS rollers so that it can be 
pushed into the enclosure. The drum should be pushed all the way to the back wall of the 
enclosure.  Two measurements will be made: one with only the AAS present (“AAS 
Doubles Rate”), and a second with a source in the drum (“Volume Averaged Doubles 
Rate”). 
 Select “Acquire | Normalization.” (Although this is not technically a 
normalization measurement, using this mode will move the AAS into position.)  Enter a 
description of the item being measured in the Item Id (e.g. “empty”, “paper”).  Select 
“Use number of cycles” and enter 20 cycles of 10 sec. Select “QC tests”. 
 Make the measurement and record your results in the tables below.  
 

Repeat the calibration measurement for all the drums.   
 

Drum Matrix 
AAS  

Doubles Rate        1  

Empty 
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Drum Matrix 
Volume Averaged  

Doubles Rate        1  

Empty 

 
 
 
 

 
 

 

 
 
 
 

 
 

 

 
 
 
 

 
 

 

 
 
 
 

 
 

 

 
 
 
 

 
 

 
 Next, you will calculate the x and y values then plot them in Excel and fit a polynomial to the 
data.  The resulting curve is the AAS correction factor: 
 

CF = 1 + f(x) 
 

 Select “Maintain | Calibration | Add-a-source.” Select “drum1” as the material type. Select 
curve type “D = a + b*m + c*m^2 + d*m^3.”  On the left hand side of the dialog box, enter the 
parameters for the AAS correction factor curve, the measurement date for D0, and the D0 count 
rate value.  For the calibration parameter on the right hand side of the dialog box, we will simply 
enter b=1 so that we are comparing count rates only.  Click OK. 
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VI. VERIFICATION OF WASTE DRUMS 
 
 In this section you will perform verification measurements on a series of waste 
drums using the AAS method.  The purpose is to see how the AAS correction is used in 
the analysis. 
 Perform verification measurements on several drum matrices.  Record your 
results in the table below.  The percent error is [(declared - assay)/declared]100.  
 To perform the measurements, select “Acquire | Verification.”   
 Use “drum1” as the material type. 
 Enter the Pu mass specified by your instructor as the declared mass. 
 Enter 10 s for the count time per cycle and select “Use number of cycles” and 
enter 20 cycles.   
 Select “QC tests.” 
 Click “OK” and wait for your results.  Enter the results in the table.   Compare the 
corrected count rates for all drums. 
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VII.  NORMALIZATION MEASUREMENT 
 
 In this section you will perform a normalization measurement to verify that your 
system is still performing as it was at the time that you made the initial source 
measurement. 
 Select “Acquire | Normalization.” 
 Set the count time per cycle to 20 s. 
 Select “Use measurement precision.” 
 Set the precision to 0.5%, set minimum number of cycles to 15 and set the 
maximum number of cycles to 25 runs. 
 Start the measurement and wait for the results. 
 Enter your results in the table below. 
 

Current normalization constant  

Expected doubles rate (1/s)  

Measured doubles rate (1/s)  

Doubles rate 
expected/measured  

New normalization constant  

 
 If the ratio of the expected to measured doubles rates is within three standard 
deviations or 4% of unity, the new normalization constant is set to 1; this is the normal 
result.  The test limits can be changed under “Maintain | Normalization Setup.” 
 If your system fails the normalization test (the new normalization constant is not 
1), then get help from your instructor for a course of action.  The normalization constant 
should still be 1.  
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Elements of HU NDA (title VG) Title Slide 

Elements of Measurements of  

Special Nuclear Material (SNM) Holdup  

 
 

 

 

 

 

 

 

 

 

 

 

 

 

China COE NDA Training 
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• Gamma spectra of U and Pu 

• Far-field gamma NDA setup 

• Transmission correction to gamma assays 

• Neutron coincidence counting approach to 
HU Measurements 

Elements of Gamma-Ray and Neutron  NDA  
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MSNM  = Mass of Special Nuclear Material (SNM) 

RRad      = measured radiation rate (a measured N per 

 unit time) from SNM sample 

CF  = correction for losses to radiation rate from: 

 • Sample self-absorption 

 • Container absorption 

 • Measurement system electronics 

K  = Calibration constant (corrected measurement 

 response/gram of SNM) 

 

Corrected count rate 

MSNM =  K • (RRad • CF) 

The Generic Assay 
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CF = CFcont. • CFrl • CF atten. 

CFcont. =  correction for absorption by intervening 

materials [walls, containers, absorbers,...] 

CFrl     =  correction for data lost from electronic 

effects [dead time, pulse pile-up,...] 

CFatten. =  correction for absorption by the SNM of 

its own radiation [i.e., self-attenuation] 

Correction Factors for Data Losses 
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MSNM = K • (RRad • CF)  

K  =  
(RRad • CF) 

MSNM(Std.) 

Invert the assay relationship by 

measuring known standards. 

Corrected count rate 

Determining the calibration constant 
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Same idea pertains to Holdup Measurements: 

Point 

MSNM (g) =  (Kpt•r
2)•(RRad•CF) 

 

Line 

SNM/length (g/cm) = (Kline•r)•(RRad•CF) 

 

Area 

SNM/area (g/cm2) =  (Karea)•(RRad•CF) 

Preview of the GGH Calibration 
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NaI Detector for MCA 

Cadmium 

Filters 
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Typical Gamma Radiation Detection System 

Amplifier 

Multichannel  

Analyzer 
High  

Voltage 

Preamplifier 

Typical Detector/Electronics Setup 

( MCA) 

Detector 

Oscilloscope 
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185.72 keV    
43,000 gammas/(g-sec) U 

235 
Th*  + 

231 

Th 
231 

 

+  

U 
235 

710,000,000y 

129.28 keV     
140,000 gammas/(g-sec) 

413.69 keV    
34,000 gammas/(g-sec) 

Major gamma rays:    

Pu 
239 

Pu 
239 

U*  + 
235 

 

 

24,000 y 

U  + 
235 

Major SNM Gamma Signatures 
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Energy (keV) 

Energy (keV) 

(NaI Detector) 

(Ge Detector) 

186 keV 

186 keV 0 

0 

93.15%    235U Gamma-Ray Spectra 

~18 – 20 keV FWHM 

~1 keV FWHM 
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Regions of interest are indicated where analysis of 

the spectrum would be of interest. 

High-Enriched Uranium Low-Enriched Uranium 

185.7 keV 

185.7 keV 

background 

Gamma Energy Gamma Energy 

background 

region 

185.7 keV 

[235U] 

766.4  keV 

[238U] 

1001.0  keV 

[238U] 

Typical Gamma-Ray Spectra for Uranium Assay 
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Ge (High-Resolution) 

NaI  (Low-Resolution) 

Plutonium Spectrum  

at High and Low Energy Resolution 
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High-burnup Plutonium Low-burnup Plutonium 
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375-414 keV
(Pu-239)

208 keV
(Pu-241)

Higher-Burnup Pu  (10% 240Pu) 

In this plutonium spectrum, the 208-keV peak is the 

dominant feature. This implies that there is more 241Pu in 

the sample than in the sample represented by the 

previous spectrum. This implies that the sample 

represented by this spectrum is from higher-burnup fuel.  

Low-Burnup Pu  (5% 240Pu) 

The low-resolution plutonium gamma-ray spectrum has three major features: 

1. The 100-keV x-ray region, arising from fluorescence in the sample by the Pu alpha 

decays. 

2. The 208-keV photopeak, arising from the decay of 241Pu, an isotope that is 

increasingly present in higher burnup plutonium. 

3. The 375-414-keV region, which is a complex of peaks that arise mostly from the 

decay of 239Pu. 

The major spectrum attribute to notice is the relative heights of the 208-keV peak and 

the 375-414-keV region.  The more prevalent the 208-keV peak is, the higher the 

burnup of the fuel that produced that plutonium. In the spectrum to the left, the 208-keV 

peak is clearly present, but the 375-414-keV region is the dominant feature. 

. 

Typical Gamma-Ray Spectra for Plutonium  

Assay 
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ROI #3 

Pu Spectrum ROI #1 

ROI #2 

ROI #3 
ROI #4 

ROI #5 

137Cs Spectrum 
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U Spectrum 
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241Am 

235U 

60 keV 
186 keV 

Gamma spectra encountered in labs 
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• Typical origins: 

– Electronic Dead Time 

– Pulse Pileup 

 

• Effect increases with count rate 

• Thus, effects are usually negligible for  
holdup measurements  [CF (rl) ≈ 1] 

Correction for Electronic Losses 
CF (rl) 
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Absorption of Radiation by Intervening 

Materials (CFatten.) 

  =  density (g/cm3) 

  =  mass absorption 

coefficient (cm2/g) 

x  =  thickness (cm) 

I = I0e
-x 

T = I/I0 = e-x 

Attenuation: 

Transmission: 

N 

E  

 N 

E  

 

Transmitted (attenuated)  Radiation (I) Incident Radiation (I0)  

x 

 

Transmission Correction = 1/T = e+x  CFatten. = 1/T = e+x 
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Container Transmission Correction (CFcont.) 

Transmission 

Source 

Wall 

Thickness t 

Shielded Detector 

Deposit 

The measured container transmission (Tc)  is determined from the 

radiation passing through two container wall thicknesses 

BUT, sample gammas pass through only ONE thickness of container 

wall.... 

HU: Pipe, duct, vessel 

1
2

cont. 1
c2 c

1 1
CF

T T
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Transmission  
Source 

Detector 

x 

Sample  
Material 

(CF Computed for T at ASSAY ENERGY) 

I 

I 0 

Self-Absorption of Radiation by Sample Material 

Correction to data = CFself atten.(T) 

Transmission = T = I/I0 = e-mrx 
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10 
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CFself atten 
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Transmission, T 

Gamma 

operating 

region 

Self-Absorption Correction factors (CFself atten)  

for Different Sample Shapes 
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x 

Slab Correction Factor  (Far-Field)  CFself atten. 

µ 

DETECTOR 

FOR  D  >> x: 

Assumes that detector is 

far enough away from 

source that parallel -ray 

“beams” reach the 

detector. 

D 

self atten.

ln(T)
CF

1 1 Tx

x

e 





 

 

Radiation from within item 
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µ 

DETECTOR 

I0 (T•I0) 

•   Effective “T”  < measured bulk T 

 •   Correct CF > Calculated CF 

  

 
•   Thus, Negative Bias!! 

SLAB CORRECTION FACTOR AND CLOSE-IN 

MEASUREMENTS 
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FOR  D >> x: 

µ DETECTOR 

D 

x 

• Full round pipes 

• [fuel rods] 

• Corner deposit 

APPROXIMATE CORRECTION FACTOR FOR 

CYLINDERS 

 
self atten. x

ln Tx
CF

1 1 Te



 





 

 

Where 0.82 
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In holdup measurements, one must usually compute CFself atten. 
from known deposit attributes or intelligent guesses  

 • get density from weight + dimensions 
 • estimate µ from chemical composition 
 • estimate x from knowledge of deposit, guess,... 

• Use representative standards. 

• Use gamma-ray intensity ratios 

•   HU Compute from prior knowledge of the sample composition 

• Assay Measure sample absorption properties for each assay 

 

 

 

 

 

 

 

 
 

Transmission measurement determines the x for the sample in the 

region measured (see figure above). 

Determination of CFself atten. 
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Transmission measurement   

reflects mostly the low-density matrix   

SNM radiation more highly  
absorbed by the dense lumps  

Result: Transmission correction (CF )  under-estimates  

absorption --- ASSAY RESULT IS LOW  

Examples:  100µ lumps of uranium oxide can   
                     cause a 5% bias in measurement.  
  
                    100µ lumps of uranium metal can   
                    cause a 10% bias in measurement. 

* 

SNM 

Matrix 

The Plague of Lumps 
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Initiator  
(“Trigger”) 

Prompt  
Coincidence  

Emission 

Delayed  
Singles  

Emission 

The Neutron’s Role in Fission 
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Gamma radiation 
• high level of spectral detail available 

• detectors are relatively portable and convenient to use 

• radiation is readily absorbed 

+ Shielding is effective 

- Signal (data) loss from absorption can be significant 

- Thick deposits or deposits in heavy machinery are 

unassayable 
 

Neutron radiation 
+ penetrates better through heavy machinery and large SNM deposits 

- gives little or no spectral detail (cannot discern isotopes/elements) 

- detectors are usually bulky and heavy 

- assay results are difficult to interpret:  

• poor collimation 

• multiplication, moderation effects 

• chemical-form dependence of system response 

Gamma-Ray vs. Neutron Measurements 
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Neutron Coincidence  
Collar Around a  
Fresh PWR Fuel  

Assembly 

Collar Slabs Adapted  
for Coincidence 

 Counting of Larger  
Objects 

Neutron Coincidence Counting for 

Measurement of Holdup 
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Elements of SNM  

Holdup Measurements 

ASTM International C 1673 – 07 Standard Terminology of C26.10 

Nondestructive Assay Methods 

 

holdup, n—the residual nuclear material remaining in process equipment 

and facilities. 
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They are accountability assays with unknown.... 

• material composition 

• material distribution 

• intervening absorbers between source and 

detector 

• interferences from (varying?) background 

radiation 

Challenges to Holdup Measurements 
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HOLDUP MEASUREMENTS 
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 turbulence, flow change: velocity, direction 

 

Pipes and Ducts 

 • Elbows 

 • Junctions 

 • Seams 

 • Changes in diameter 

 • Regions of low or stagnant flow 

 

Air Filters   

 • Impedance to air flow 

  • Particulate barrier 

 

Heavy Equipment 

 • Impeller blades 

 • Furnace entrances 

 • Storage tanks 

 • Dissolver trays 

 

Expected Regions of High Holdup 
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1. Pipes 1000 km 

2. Valves 10,000 

3. Storage tanks 300 

4. Ductwork 100 km 

5. Glove Boxes 300 

6. Air Filters 500 

7. Settling Ponds 10 

etc., etc., ...... 

Features of a Typical Plant  
Prone to SNM Holdup 
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Isotope Technique Signature Intensity 

235U passive gamma 186-keV gamma 43,000 /s-g 

  active neutron neutrons --- 

238U Passive gamma 1001-keV gamma 100 /s-g 

UO2 passive neutron neutrons 0.03 n/g-sa 

UO2F2 passive neutron neutrons 2.0  n/g-sa 

UF6 passive neutron neutrons 5.8 n/g-sa 

Pu passive heat infrared 2.5 – 14 mW/g 

239Pu passive gamma 414-keV gamma 34,000 /s-g 

   375-keV gamma 36,000 /s-g 

   129-keV gamma 140,000 /s-g 

240Pu  passive neutron  neutrons 1000 n/g-s 

PuO2  passive neutron  neutrons 120 n/g-sb 

PuF6  passive neutron  neutrons 7300 n/g-sb 

a  High-enriched uranium with 1% 234U 
b  Low-burnup plutonium, with 0.03% 238Pu,  

 6.5% 240Pu, 92.5% 239Pu 

Useful Radiation Signatures 
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In order to reduce the time and cost of performing measurements, 

all process equipment containing SNM is modeled as a point, line, 

or area geometry for measurement.  

Area Source 

Line Source 

Point 

Source 

Generalized Geometry Holdup Model 
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Detector 

SNM  isolated in a valve 

r 

Source extent small 
compared to r — 
source entirely within 
the detector field of 
view 

Examples: 
 

•Localized deposits 
 
•Items at large distances: 

filters 
gloveboxes 
pumps 

g SNM   = 

2 r X 
Count 
Rate 

Calibration 
Constant 

X 

POINT SOURCE GEOMETRY 



36 

Detector/Collimator 

V-Blender as a 
point source 

Backing far enough away from an SNM deposit 
to treat it as a Point Source 
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Material beyond detector 
field of view in one 

dimension and entirely 
within the other 

Detector 

SNM distributed in a pipe 

Examples: 
 

Deposits in piping 
 
Deposits in ductwork 
 
Accumulations in 
extended corners 

r 

r 

g SNM/cm   = 

X 
Count 
Rate 

Calibration 
Constant 

X 

LINE SOURCE: 
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Detector/ 
Collimator 

Pipe deposit  
as a line  
source 

Thin Pipe Deposit as a Line Source 
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Material extends 
beyond detector field of 
view in both dimensions 

Detector(s) 

SNM  spread on a glovebox floor 

Examples: 
 

Glovebox floors 
 
Plant floors 
 
Rectangular ductwork 

Count 
Rate 

Calibration 
Constant 

X 

g SNM/cm2   = 

AREA SOURCE: 
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Key questions: 

 

• How does the system respond to a “point source”? 

• How does that system respond to a distributed 

source? 

 

Calibration goal:  Answer these questions reliably with a 

minimum  of measurements and a minimum of SNM  

standards. 

Calibration of One Detection System for Three 

Possible Measurement Geometries 
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C0 

“The response of 

the detector system 

to an SNM mass 

m0, at a distance r0 

from the detector, 

is C0 (cnts/sec).” 

Detector 

Calibration 

Mass 

Key Measurement 



42 

C0 =  
m0 

Kp r0
2 

Kp =  
m0 

C0 r0
2 

m (g HU) = Kp • C(r) • r2 

Generalized Point-Source Response 
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Detector responses (Ci) to the calibration  (point) 

source (m0) is measured at successive points (i) along 

a line perpendicular to the detector axis and at a known 

distance r0 from the detector face. 

Simulation of the system response to a  

line-source distribution 
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Detector Length Parameter, L 

0 

50 

100 

150 

200 

250 

300 

350 

400 

450 

500 

-10 -9 -8 -7 -6 -5 -4 -3 -2 -1 0 1 2 3 4 5 6 7 8 9 10 

Real C(i) Ideal C(i) 

Source Position (i) 

Detector Response 
Ideal Detector 

Real Detector 

C 0 

Radial Response of Detector to Point Source 

Positions 
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Point Source, Mass m0 

Detector response C0 

Extended Point Source, Mass m0 

Average detector response < C0 

Using the Detector Radial Response: 

Extended Sources 
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Example: Deposit on the floor 

of a  long rectangular duct 

True Line Source 

Extended Line  
Source 

Measured Detector  
Radial Response 

Radial response imposed  

on the transverse dimension   

of extended line source 

Negative Bias From Finite Extent of Line Source  
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 (g HU/cm) = Kl • C(r) • r 

Kl =  
m0 

C0 r0 L 

L = L(s, Ci, C0) 

Calibration for Linear Source Response 
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Detector 

A = Area parameter 

for detector system, 

and is a function of s, 

C0, and Ci. 

Area source “gedanken” measurement 
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 (g HU/cm2) = Ka • C(r) 
Ka =  

m0 

C0 A 
Detector 

Area source, whose areal SNM density =   g/cm2 

A = A(s, Ci, C0) 

Area Source Analysis 
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measure m0, r0, C0, and Ci 
 

Geometry Effective Dimension Holdup Relation Calibration  

   Parameter  Constant 

             [g-s/cm2] 

 

 

Point              n/a            m (g holdup) = KpC(r) r2       Kp = m0/(C0r0
2) 

 

 

Line       L (Ci,s,C0)           (g HU/cm) = KlC(r) r        Kl = m0/(C0r0L) 

 

 

Area        A(Ci,s,C0)              (g HU/cm2) = KaC         Ka  = m0/(C0A) 

Summary of Holdup Calibrations 
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In order to reduce the time and cost of performing measurements, 

all process equipment containing SNM is modeled as a point, line, 

or area geometry for measurement.  

Area Source 

Line Source 

Point 

Source 

Generalized Geometry Holdup Model 
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Random Error (Fluctuations, precision) 
• Statistical fluctuations (“one-sigma”) 

• Positioning Uncertainties 

• Variations in Background 

 

Geometry Uncertainties 
• Deposit non-uniformities 

• Ill-defined or unknown SNM distributions 

 

Systematic Error - Bias 
• Self-attenuation     negative bias 

• Unknown equipment attenuation  negative bias 

• Discrete interferences ± biases 

• Calibration error ± biases   

Sources of Error  

(Fluctuation and/or Bias) 
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Material Location Measurement Accuracy 

     Technique       (%) 
 

HEU Oxide Ducts Passive  10-20 

  Filters Passive   

  Precipitator Passive   

  Calciners Passive   

  Pipes Passive   

  Pumps Passive   
 

PuO2 Gloveboxes Passive   
   TLD’s 20 

   Passive neutron 15 

  Total Rooms Passive neutron 50 
 

UF6 Enrichment Passive   

  cascade 

Typical Accuracies of Holdup Measurements 

Caution: Your results may vary 
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• Operator Errors 
- Provide explicit assay procedures 

- Provide careful training for assay procedures 

- use checklists to verify execution of procedures 

 

• Background Variations 
- Shield detector from extraneous signals 

- administratively control source traffic in counting area 

- perform regular background measurements, diagnostics 

 

• Electronics 
- perform regular spectral diagnostics (automate?) 

- check pulse attributes and bias voltages regularly 

- lock electronics cabinets to prevent tampering 

 

Holdup Measurements: 
• Measure from several vantage points 

• Analyze data under several assumed geometries 

• Monitor, shield, & measure background 

 

Methods to Reduce Measurement Uncertainty 
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Gain Check 
 • Check centroid of gain peak (ROI #3) 
   U:  60-keV  241Am peak 
   Pu: 208-keV 241Pu peak 
 
 • Centroid should remain where it was when ROIs were set up 
 • Check during calibration and during  measurement 
 
Bias Check 
 • Measure  secondary standard 
  - as a part of calibration 
  - periodically, during measurement campaigns 
 
  • Should get same “assay” result obtained during calibration 
  

Measurement Control 
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Initial survey 

  • Identify the largest sources of radiation.  

  • Use the knowledge and experience of the facility operator. 

  • Scan the process with radiation detectors. 

 

It is difficult to measure weak  radiation sources in the presence of  

strong  radiation background. 

 

Select the detector position 

  • Choose a detector position that minimizes the effects of 

background radiation or that allows simple corrections for 

those effects. 

  • Corrections for background radiation are simplest if the 

detector is positioned so that most (or all) of the background 

radiation count rate comes from radiation entering the sides 

and rear of the detector.   

 

Background Measurements 
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Use the tungsten or lead plug (e.g., at 1001-keV from 238U) 
The detector shield reduces the signal from 1001-keV radiation entering from 

behind or from the sides of the detector by only 50%. The tungsten plug reduces 

the signal from the front of the detector by 97%; therefore, use of the tungsten 

plug can provide a measurement of the intensity of the radiation originating from 

behind and beside the detector. 

Acquire a 

spectrum of the 

source and 

background 

radiation

Radiation from the source

Background 

radiation
Background 

radiation

Acquire a 

spectrum of only 

the background 

radiation

Tungsten plug stops 

radiation from the source

Background Measurements  ... at high energy 
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Measure items behind the sample If the sample does not fully attenuate the 
background coming from behind it, measure this background in an additional 
measurement and subtract it also. 
 

Background

Data and

background

Sample

Sources of Background

Acquire data  

and 

background

Background

background 

only

Will need to correct for the 

attenuation of the bqckground by the 

sample and may hav e to measure 

background from data source

Measurement of Background 
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Survey Ahead of Time: 

 • In analogy to pre-holdup survey, find background “hot spots” 

 • Reduces surprises [Vault in next room, loaded (or, worse, loading) 
   column or tank] 

Methods to Minimize: 

 • Shadow shield during measurement [often inconvenient, but  
  can be effective] 

 • Clean up area: remove sources, static material in process, etc. 

 • Shield detector on all sides & collimate front face. 

Methods to Measure: 

 • Move to one side and measure: localized deposits and low and 
   non-varying background 

 • Shadow shield around deposit: isolate deposits that are not too 
   large & backgrounds that are not too widespread. 

 • Collimator plug: appropriate when background not shining directly 
   into the detector but is significant from other directions. 

 • Spectral measurement (ROIs): Look for interfering peaks that should  

    be absent in the radiation coming from the deposits. 

Measurement Control: Background 
Measurements 
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• Detector measures gamma intensity from front filter. 

• A second filter is used as transmission source  

 - T is measured by counting transmission filter with    

        and without measured filter in place 

 - Assay filter contribution must be subtracted from  

        transmission + assay filter to obtain T. 

 - T automatically measured at assay energy. 

 

HEPA FILTER MEASUREMENT

Transmission  
source Filter

Unknown 
Filter

Collimated 
Detector

Transmission-Corrected Gamma Assay 

Systems 
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• Detector measures radiation from 

duct deposit 

• Transmission source mounted 

behind deposit measures 

absorption of duct+ deposit 

 

Transmission-Corrected Gamma Assay 

Systems 
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Cheat Sheet 

0
p 2

0 0

m
K

C r


0
l

0 0

m
K

C r L


0
a

0

m
K

C A
T xe 

1/2 T xe  

.CF  = 1/T x

atten e 

ln( )xe x   

 
2

2CF = 2 T xe  

 
1

2
cont.CF =1/2 T xe  

2 Attenuators 

2

pm (g HU) = K C(r) r 

l (g HU/cm) = K C(r) r  

2

a (g HU/cm ) = K C(r) 
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Outline

• Generalized Geometry Holdup Assay Method for 
specific mass of isotope.

• Corrections for equipment attenuation.

• Corrections for finite source dimensions.

• Corrections for self attenuation.

• Computation of total isotope mass in equipment.

• Reduction of bias from interference effects.

• Summary
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Advantages of -ray spectroscopy for Holdup

• Deposits locations are defined by collimation.
• Deposits are quantified independent of nearby 

deposits.
• Measurements are shielded against room background.
• Identity of assay isotope is confirmed.
• Assay multiple isotopes/elements is possible.
• Portability enables assays of deposits that are not 

accessible to neutron detectors.
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GGH Assay Method

1. Calibrate the detector for the quantitative -ray for 
the three generalized source geometries (point, line, 
area).

• Cylindrical collimation of -ray detector

• Measured source to detector distance

• Point reference source for absolute calibration

• Assume rotational symmetry to measure 
calibration response.
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GGH Assay Method
2. Identify the holdup deposit geometry

• Point, line, or area.

• Record the distance from the deposit to detector.

3. Measure and analyze the -ray spectrum of both 
the holdup deposit and the room background.

4. Use the net peak area (background subtracted) to 
determine the specific mass (g, or g/cm or g/cm2) 
of the isotope at each measurement location.
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Equipment Attenuation Correction

The correction factor for equipment attenuation is 
always >1.  The correction factor is obtained by using 
the formula:

CFequip=ex

for a point deposit:

gequip = g CFequip
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Equipment Attenuation Correction

• Lack of knowledge of process equipment affects the 
accuracy of the correction.

– Details of equipment may not be visible.

– Distribution of deposits on surfaces of complex 
equipment may be unknown.  What value to use 
for x?

– May be possible in some cases to measure 
correction factor with a transmission measurement 
from an external source.
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Equipment Attenuation Correction

• Magnitude of correction factor affected by -ray 
energy.

– Higher energy gammas are more penetrating 
through equipment

– Equipment attenuation factors are smaller for the 
higher energy gamma rays.

• Example correction factors for 239Pu holdup

– Low of 1.1 for lead lined gloves

– High of 6.2 for plates on glove box floor
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Finite Source Dimension Correction

Corrections for finite source dimensions:

• Applied to the point or line deposits whose area or 
width is not small compared to the detector’s field of 
view at the deposit distance.

• Are not applied for area deposits.

• The correction factor is always positive.



10WHG 12/09Unclassified

Finite Source Dimension Correction

At this measurement 
distance, the vertical pipe 
appears as a narrow line 
in a relatively wide field 
of view.
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Finite Source Dimension Correction

At the same measurement 
distance, the larger 
diameter horizontal pipe 
is a significant fraction of 
the width of the field of 
view.
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Finite Source Dimension Correction

Frequently, the measurement distance is limited by the height of 
the equipment. For common ventilation ducts such as these, the 
duct width is always is a significant fraction of the width of the 
field of view.
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Finite Source Dimension Correction
The correction factor is calculated from the radial 
response function Radial Response of NaI #518 Detector

( E = 400.0 keV, R_0 = 45.0 cm )
, 12/03/2009
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Finite Source Dimension Correction
Calculation of the correction factor:
1. Plot or fit the radial response (RR) data for the 

calibration distance (ro)
2. Record the measurement distance (r) and the 

width of the point or line (d).  The normalized d 
is calculated by do=d(ro/r). 

3. Read from the plot or calculate from the fit the 
radial response at do/2.  Call this RR(do/2)

4. Average RR(do/2) with 1 to get the effective 
radial response for the finite source:

RReff=[1+RR(do/2)]/2
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Finite Source Dimension Correction

5. Compute the finite source correction factor: 
• For a line: CFl=(RReff)-1

• For a point:  CFp=(RReff)-2

6. Apply the finite source correction factor to the 
equipment attenuation specific mass:
• For a point deposit:  g = gequipCFp

• For a line deposit:  g/cm = g/cmequipCFl
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Finite Source Dimension Correction

• In recent measurement of plutonium the finite source 
dimension correction factor ranged:

– from 1.0 for a area deposit on a glove-box surface

– to 1.25 for a line deposit of powder accumulated in 
troughs on a glove-box floor.
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Self Attenuation Correction

The self attenuation correction factor is

• applied after other corrections are made.

• determined from the measured total areal density, 
(x)meas, of the deposit element in g/cm2.

• dependent on the estimated finite size of the deposit.

• always positive.  The correction factor is always 
greater than one.
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Self Attenuation Correction
Self Attenuation correction equations:

• Defined as CF=(x)/(x)meas

• Modeled after the slab correction factor:

• Solving for (x) gives an equation where the true areal 
density can be calculated as a function of the 
measured areal density:

 )(exp1

)(

x

x
CF






 )(exp1

)(

)(

)(

x

x

x

x

meas 
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 measx

x
)(1ln
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Self Attenuation Correction

Procedure to correct for self attenuation:

1. Convert isotope mass to element mass using the 
known isotope fraction ().

• gE = g/ or (g/cm)E = (g/cm)/ or (g/cm2)E = (g/cm2)/

2. Convert the element mass to the measured areal 
density (x)meas in g/cm2:

• Point deposit: (x)meas = g/a where a is the estimated area 
of the point deposit [a=(d/2)2]

• Line deposit: (x)meas = (g/cm)/d where d is the estimated 
width of the line deposit.

• Area deposit (x)meas = g/cm2
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Self Attenuation Correction

3. Obtain the true areal density from the measured 
areal density using the relationship:

 

 measx

x
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Self Attenuation Correction

4. Determine the element mass using (x):
• Point deposit: gE = a(x)

• Line deposit: (g/cm)E = d(x)

• Area deposit: (g/cm2)
E = (x)

5. Convert the self attenuation corrected element mass 
to the mass of the isotope.

• g = gE or g/cm = (g/cm)E or g/cm2 = (g/cm2)E
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Computation of Total Isotope Mass

• For each piece of equipment:
– obtain the average value of the corrected isotopic mass for 

the line or area deposit.

– Convert to total mass by multiplying by the equipment 
dimension.  Either in length for a line deposit or in area for 
an area deposit.

• To obtain element mass from the isotopic mass, divide 
by the isotope fraction ().
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Bias from Interference Effects

• Bias in the holdup assay may result from:
– Peaks not originating from the isotope of interest.

• Example:  214Pu-237U (332 keV) and 241Am (323, 332, and 335 keV)

– Variable Compton continuum from higher energy peaks.

• Biases can be reduced with improved detector 
performance

– Energy resolution (FWHM)

– Peak Shape (FWTM/FWHM)

– Examples:  CdZnTe and HPGe
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Summary

To improve accuracy in holdup measurements:

• Correct for background

• Correct for equipment attenuation

• Perform finite source correction

• Perform a self attenuation correction (this must be 
done last)

Removal of background counts will reduce the holdup 
value, while the other correction will increase the 
holdup value.
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Self-Attenuation and Finite-Source Corrections for Holdup Measurements 

Automated by the HMS3 Software 
 

P. A. Russo, S. E. Smith* and J. F. Harris* 
 
Two Visual Basic subroutines have been written to operate with the HMS3 

holdup measurement software to perform corrections for finite-source dimensions and 
self-attenuation effects in holdup measurements based on generalized (point, line or area) 
deposit geometries. The correction algorithms have been developed at Los Alamos. The 
subroutines were written at Y-12 and have been verified at Los Alamos. The subroutines 
currently address holdup of 235U (based on measurements of the 186-keV gamma ray) 
and 239Pu (based on measurements of the 414-keV gamma ray). However, they can be 
modified readily for other isotopes. The algorithms are independent of the type of 
gamma-ray detector (NaI, CdZnTe, HpGe, etc) used to perform the measurements.  

The empirical input for the new subroutines is provided by the current HMS3 
analysis. This is the specific holdup mass (g for a point, g/cm for a line or g/cm2 for an 
area source) of the isotope of interest after correction for the effects of room background 
and equipment attenuation. Other parameters that are already stored in the current HMS3 
calibration files or the process equipment database are used for these corrections, as 
described below. A single new quantity will be been added to the HMS3 v.3 database for 
each bar-coded measurement position in a location that has been reserved for it since the 
data base was created, so that the data base itself is unchanged. The quantity is the linear 
“dimension”, D, of the holdup deposit (the diameter of a point deposit or the width of a 
line deposit) that is part of the operator’s knowledge of the process and its holdup. 

The inclusion of these corrections in the generalized-geometry holdup (GGH) 
determinations is very important for several reasons: 
1.) All GGH measurements of “point” or “line” sources are based on the assumption that 
the point is infinitely small or the line infinitely narrow relative to the detector’s field of 
view. The negative bias incurred by this assumption may be only a small percentage of 
most (or even all) of the individual holdup measurements, but the resulting cumulative 
bias for holdup throughout the facility can be a significant quantity of material.  
2.) All gamma-ray measurements of holdup deposits suffer from some self-attenuation. 
Because most holdup deposits are thin, the negative bias incurred by ignoring the effects 
of self-attenuation on most individual holdup measurements is small, but the resulting 
cumulative bias for holdup throughout the facility is usually a significant quantity of 
material. 
3.) The relatively large effects of equipment attenuation are routinely addressed by 
HMS3, which corrects the measured holdup results for these effects using the generally 
well known dimensions for equipment thickness that the operator enters into the data 
base used by HMS3. The combined effects of finite source dimensions and self-
attenuation are the main contributors to the residual negative bias in results of routine 
measurements of holdup. 
____________________ 
* Integrated contractors at Lockheed Martin Energy Systems, Oak Ridge Y-12 Plant, Oak Ridge, TN 
37830 
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The ability to control the distance at which most holdup measurements are made 
allows the user to minimize the effects of finite source dimensions for each measurement 
in most cases. The measurements of higher energy gamma rays that more readily 
penetrate gamma-ray shielding on the detectors tend to enforce shorter measurement 
distances to achieve an acceptable signal-to-noise ratio for subtraction of room 
background. Therefore, there is a tendency for finite source effects to be larger for 
measurements of 239Pu than for 235U.  

Although there is little that the measurement practitioner can do to minimize the 
effects of self attenuation, administrative controls will generally mandate a cleanout of 
the process equipment for safety reasons and for optimization of process operation, and 
such controls are often determined from the measured holdup values. The self-attenuation 
effects are generally larger for measurements of 235U holdup that is based on the 186-keV 
gamma ray than for measurements of 239Pu  holdup based on the 414-keV gamma ray for 
the same elemental deposit thickness .  

Finite-source Corrections. Of the two new corrections, the correction for finite 
source dimensions is applied first in the quantitative analysis of holdup. It is performed 
after corrections for room background and equipment attenuation effects have been made 
at each individual holdup measurement location. The finite-source correction requires a 
shape parameter for the radial response of the collimated gamma-ray detector that is used 
for the holdup measurements. A new Gaussian fit to the radial response data that the 
software currently stores in the calibration file for each detector is now employed by 
HMS3 to obtain this shape parameter. The corrections also use the measurement distance, 
which HMS3 currently stores in the database for each measurement location. Finally, the 
source dimension, D, defined above and stored for each bar coded measurement location, 
is used for the first time in the corrections for finite-source dimensions. 

Self-attenuation Corrections. The self-attenuation correction is applied to each 
individual holdup measurement result after all other corrections (for room background, 
equipment attenuation and finite source geometry) have been made. This correction also 
uses the source dimension, D, which is used to convert the specific isotope mass of point 
or line deposit (g or g/cm, respectively) to the areal density (g/cm2). It also requires the 
fraction of the isotope of interest because the attenuation effect is based on the areal 
density of the element. The self-attenuation effects require, in addition, the mass 
attenuation coefficient that applies to the deposit material. This quantity changes for 
different chemical compositions and mixtures. For thin deposits, a single value for the 
mass attenuation coefficient may be suitable for the range of deposit compositions for 
most of the measurements in a given facility, as shown below. 

Figure 1 is an example that illustrates the theoretical magnitudes of the self-
attenuation effects for 186-keV gamma-ray measurements of uranium metal, UO3, and 
U3O8 deposits as a function of the uranium thickness (expressed as the uranium areal 
density) in g/cm2. Uranium-235 deposits give more extreme examples of the 
composition-dependence of self-attenuation compared to the plutonium case. This is 
because the 414-keV gamma ray from 239Pu is much more penetrable than the 186-keV 
gamma ray of U, and the thickness of most uranium and plutonium holdup deposits are 
similar. Self-attenuation effects in measurements of 235U can also be larger because 239Pu 
generally dominates the isotopic distribution of plutonium-bearing materials while 235U is 
often a minor isotope dominated by 238U.  
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The relationship between the measured (xmeas) and the true (x) values of the 
areal density is 
 
x = -ln[1 – (xmeas)] /        
 
where  is the mass attenuation coefficient (in cm2/g) of the uranium-bearing material 
(metal, UO3, and U3O8, in this case). These coefficients are given in Table 1 for the 186-
keV gamma ray. The values for plutonium materials also given in Table 1 for the 414-
keV gamma ray show smaller relative differences between metal and oxide compared to 
those of uranium materials. The straight line in each graph in Fig. 1 has a slope of 1. 
Therefore, the ratio of the x values on the curved line to those on the straight line is the 
correction factor for self-attenuation. For deposit densities below 0.3 g/cm2 (most holdup 
deposits are in this range), the correction factors are hardly different. Although Fig. 1 
shows that this is not the case for the thicker deposits, such deposits are also subject to 
scrutiny for other reasons.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. True vs. measured thickness (areal density of uranium, g/cm2) for 186-keV 
gamma-ray measurements of uranium metal, UO2 and U3O8. The data points are plots of 
Eq. 1. The straight line has a slope of 1. 
 

Equation 1 shows that the product (xmeas) must be less than 1. The apparent 
singularity in each plot is the result of the approach of the product, (xmeas), to 1. As the 
product nears 1, statistical uncertainties in the measured values can result in large errors  
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in the corrected result. Therefore, the limit of 1 in the product coupled with the 
measurement result and its statistical uncertainty (2 to 3 is recommended) can be used 
to determine which results may be corrected for self attenuation and which must be 
measured again with improved statistics before employing the corrections. Because most 
deposits are thin, re-measurement is rarely necessary. When deposits do become too thick 
for reliable self-attenuation corrections, it may be reasonable to consider cleanout 
alternatives for enhanced safety and productivity. Recommendations of this type can now 
be automated by HMS3 based on the reliability of the self-attenuation corrections for 
thicker holdup deposits. 
  

 
 
 Current versions (v 1 & 2) of HMS3 in use at the Oak Ridge Y-12 facilities, Los 
Alamos, and the Portsmouth Gaseous Diffusion Plant operate with the two independent 
Visual Basic subroutines for finite-source and self-attenuation corrections within the 
Window. The upcoming version (v 3.) of HMS3 incorporates these subroutines into the 
automated analysis of holdup measurement data. The independent versions are still being 
tested at Los Alamos and Y-12. They are used at Los Alamos during the annual DOE-
sponsored training seminar, Nondestructive Assay of Special Nuclear Materials Holdup. 
Version 2 of HMS3 will also be used in the laboratory activities of the August 1999 
training seminar. 
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Table 1. Mass Attenuation Coefficients for the 
235

U and 
239

Pu Assay Gamma Rays
Chemical Composition Gamma-Ray Energy Mass Attenuation Coefficient

of Holdup Deposit (keV) (cm
2
/g)

UO2 186 1.30

U3O8 186 1.26

U 186 1.46
PuO2 414 0.254

Pu 414 0.275
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URANIUM HOLDUP CALIBRATION EXERCISES 

OUTLINE 
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I.  OBJECTIVES 
 
 These laboratory exercises will demonstrate the principles and methods for calibrating the 
generalized-geometry uranium holdup assay.  You will set up the electronics, calibrate the assay 
with standard reference sources, and perform some practice attenuation measurements.  You will 
use the same equipment later for the holdup measurement exercises. The instructors will divide 
the students into groups and each group will share a set of equipment. 
 
II.  EQUIPMENT SETUP 
 
 The holdup measurement exercises will use the Rossendorf MiniMCA-166 (Mini-MCA) 
controlled by WinMCA software on a laptop computer and Bicron Model 1M .5/1LP-X shielded, 
collimated sodium iodide (NaI) detectors. The sodium iodide crystals are 2.54 cm in diameter by 
1.27 cm deep.  They have a good photopeak detection efficiency for the 186-keV gamma rays 
used for the assay of 235U.  The detector is rigidly mounted inside the lead collimator-shield.  
The collimator depth and diameter are both 2.54 cm.  This collimation provides a field of view 
that is approximately 77 cm in diameter at a distance (from the detector side of the collimator) of 
40 cm.  A small (~1µCi) 241Am check source is mounted at the front of each detector to monitor 
stability.  Two 0.04-cm-thick cadmium disks are mounted at the front end of the detector, one on 
each side of the 241Am source, to attenuate x-rays and the 60-keV 241Am gamma ray. 
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1. Connect the detector signal, high voltage, and preamplifier power cables to the 
MiniMCA-166.  Connect the MiniMCA-166 to the laptop computer and power the 
system.  Once the computer is running start the MCA emulator software, WinMCA.  
Record the serial numbers of the NaI detector and the MiniMCA below, and setup the 
system using the settings below. 

 Serial Numbers:   NaI  _____________ 
    MiniMCA _____________ 

 
Detector MCB17 
Conversion Gain 512 
Lower Level Discriminator 20 
Upper Level Discriminator 511 
Shaping Time Short 
High Voltage Polarity Positive 
High Voltage 500 volts 
Preset 100s live time 
Pole-Zero Check using P/Z adjustment window 

 
 Figure 1 illustrates the 235U and the 241Am spectra you will observe during these setup 

activities.  It shows the approximate location of the key peaks and regions of interest used 
in the data acquisition and analysis. 

 
2. Obtain a small 235U check source foil from the instructor for initial detector setup.  

Mount the source in the holder designed for this purpose.  Collect a spectrum for 100 s. 
Compare the spectrum with Fig. 1.  Adjust the amplifier gain so that the 186-keV peak is 
near channel 300.  This allows ample room to observe the continuum background above 
the peak and simplifies setting up regions of interest (ROIs) for the 235U peak.  Record 
the amplifier gain _______________. 

 
3. Calculate a two-point energy calibration.   
 
 The 241Am 59.5-keV peak is in channel __________. 
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Fig. 1.  Sodium iodide spectra of highly enriched uranium and 241Am. 
 

 The 235U 185.7-keV peak is in channel __________. 
 
 The energy calibration in keV/channel is __________. 
 
 The energy calibration offset in keV is __________. 
 
4. Set up a 35-keV-wide (40 to 75 keV) ROI around the 59.5-keV peak.  Calculate the ROI 

channels from the energy calibration or use WinMCA to determine the channels. 
 
 E = 40 keV; channel = __________. 
 
 E = 75 keV; channel = __________. 
 
 This is the reference peak ROI (RF PK) and will be used to monitor the gain of the 

system. If this peak moves, it is an indication of a problem. 
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5. Set a 50-keV-wide ROI (161 to 211 keV) around the 186-keV 235U peak.  Calculate the 
ROI channels from the energy calibration or use WinMCA to determine the channels. 

 
 E = 161 keV; channel = __________. 
 
 E = 211 keV; channel = __________. 
 
 This is the assay peak ROI (AS PK) and will be used to determine the counts in the 186-

keV 235U peak. 
 
6. A background ROI must be set above the assay peak to subtract the continuum under the 

peak that is produced by scattering of higher-energy gamma rays from uranium isotopes 
or their daughter products.  The background ROI should be as wide as the assay peak ROI 
for simplicity and to obtain good precision on the background measurement.  Set a 50-
keV-wide (241 to 291 keV) background ROI.  Calculate the ROI channels from the 
energy calibration or use WinMCA to determine the channels. 

 
 E = 241 keV; channel = __________. 
 
 E = 291 keV; channel = __________. 
 
 This is the assay background ROI (AS BK) and will be used to determine the background 

in the assay peak ROI. 
 
7. During holdup measurements, it is important to perform bias checks to quickly verify the 

calibration without spending a lot of time re-measuring standards.  This can be done with 
a small check source positioned in a reproducible geometry relative to the detector.  The 
check source will confirm that the instrument has not changed since the calibration.  If the 
check source is the same material as the calibration standard, it will verify the calibration.  
For a check source to be used in this manner, it must be characterized during the calibra-
tion.  Use the 235U check source foil in the holder.  Measure the check source three times 
for 200 s, removing and replacing the foil between measurements and record the counts 
and the centroid (AS CH#) of the 186-keV peak.  Also record the integral and centroid 
(RF CH#) of the 60 keV 241Am gamma ray. 
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186-keV 235U Peak  60-keV 241Am Peak 

GROSS AREA  NET AREA  

AS PK (counts) AS BK (counts) AS CH# RF PK (counts) RF CH# 

 

1.  _______________  _______________  __________________  _________________  _______________ 

2.  _______________  _______________  __________________   _________________ _______________ 

3.  _______________  _______________  __________________  _________________  _______________ 

 
     235U net peak area                                   σ in net peak area                                    
                 (AS PK – AS BK)                             (AS PK + AS BK) 
 1. ________-________=________     (________+________)1/2 =_________   
 2. ________-________=________     (________+________)1/2 =_________   
 3.  ________-________=________     (________+________)1/2 =_________   
             average net area = ________                              average σ = _________ 
          standard deviation = ________                       average AS CH# _________ 
 
  Check source net count rate  = average net peak area ÷ 200 
                                                = ______________ s-1. 

 
 How does the standard deviation (σ) compare with the spread in the 3 data points (AS 

PK – AS BK)?  Good agreement indicates that the precision of the check foil 
measurement is not influenced significantly by foil positioning. 

 
The 60 keV peak is used to monitor the gain and the efficiency of the detection system.  

 Since the 60-keV gamma ray has a peak channel number about one-third that of the 
186-keV gamma-ray peak channel number, a shift of 4 channels at 60 keV is equivalent 
to about 12 channels at 186 keV (or about 12/300 = 4% in gain). 

 
 Perhaps only about a 2% shift should be tolerated for the uranium peak.  The amplifier 

gain should be adjusted to compensate for gain shifts.  Use the 235U check source foil to 
verify the position of the 186-keV peak when adjusting gain. 

 
 Because the 241Am source is fixed in position relative to the detector, its rate (area/ live 

time) should be uniform throughout your measurements, provided the efficiency of the 
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detection system does not change. Periodically, it is a good idea to verify that the CH# 
and intensity of this peak remains constant. 

 
III.  POINT-, LINE- AND AREA-SOURCE CALIBRATIONS 
 
 To simplify the calibration efforts, holdup measurement geometries are adjusted so that 
deposit geometries can be generalized to one of three categories:  point, line, or area deposits.  A 
point deposit is a small source centered in a (relatively) large detector field of view.  A line 
deposit is a narrow uniform deposit, centered in a (relatively) wide detector field of view, which 
spans the width of the detector field of view.  An area deposit is a uniform deposit that fills the 
detector field of view.  For a point source, the measured response falls off as 1/r2, the inverse 
square of the distance between the source and the end of the collimator closest to the detector.  
For a uniform line source, the measured response falls off as 1/r.  For a uniform area source, the 
response is independent of distance.  Calibrations for assay of point, uniform line, and uniform 
area sources can be obtained from a single point-source standard. 
 The calibration requires measurement of the point standard, precisely positioned 
at a well-defined distance, r0, from the detector collimator in the center of the detector 
field of view.  This measurement establishes the (1/r2 - dependence) absolute relationship 
between the measured count rate and the isotope mass for a point source, independent of 
attenuation.  An additional measurement of the relative response of the detector to the 
location of the source within the field of view is also necessary to extend the use of the 
absolute measured response to line and area sources.  Therefore, the generalized-
geometry calibration involves a set of measurements to establish the relative radial 
response and a single measurement to establish the absolute response.  Both require 
point sources.  However, only the absolute response measurement requires a standard 
reference source. 
 

1. Begin with the procedure for the radial response measurements by obtaining a uranium 
oxide or metal reference source from the instructor.  Place the source and detector on the 
calibration fixture provided with the source in the center of the detector field of view at a 
carefully measured distance, r0 ~ 40 cm to 50 cm, from the detector end of the collimator. 
Fix the detector position at this location.  Mark the source locations with tic-marks at 5-
cm intervals along the fixture, starting with the zero location at the center. You will need 
enough space for 10 source positions (50 cm) on either side of the central position. Be 
sure that the detector view does not include someone else's source. 
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2. With the uranium source removed from the detector field of view, measure a room 
background spectrum.  A 300-s count time is recommended.  Record the results as the 
first entry in the background table that follows.  Reduce the results as indicated in the 
table.  If the detector is sufficiently shielded, the net room background count rate should 
be very small.  An occasional repeat of the room background measurement during the 
calibration is recommended to assure that no unexpected sources have accidentally 
entered the detector field of view.  Record the room background data in two locations: (1) 
in the following table, and (2) on the CALIBRATION DATA SHEET (at the end of this 
section); you may also want to use the spreadsheet version of this DATA SHEET.  Also 
record the r0 value and the count time on this data sheet. 

 
 

BACKGROUND MEASUREMENT DATA OBTAINED DURING CALIBRATION 
 
 

 Gross Area  Net Bgd Count Rate 
Count 

Time, s 
AS PK 
Counts 

AS BK 
Counts 

Net Counts    (σ net) BK (s-1)   (σΒΚ) (s-1)             

 
 
        (_______)   (_______) 
 
 
        (_______)   (_______) 
 
 
        (_______)   (_______) 
 
 
        (_______)   (_______) 
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3. Now, replace the uranium source at the central position (i = 0), on the detector axis, for 
the first measurement in the radial response sequence.  A 300-s count time is recom-
mended; although most people only count for 100s.  Acquire the spectrum and record the 
results on the CALIBRATION DATA SHEET at the end of this section.  Displace the 
source 5 cm to one side and perform the i = 1 measurement of the radial response.  
Reduce the data across the previous row in the data sheet as you are waiting for the 
present acquisition to be complete or use the spreadsheet.  The successive radial response 
measurements continue until the source position is outside the detector field of view.  
Define this as the location where the net rate is at or below the recorded background rate 
for the peak.  At this point, move to the other side of the detector and continue with the i 
= -1, -2, etc. measurements of the radial response.  (It is possible to forgo the measure-
ments of the radial response on the negative side of the detector axis and assume a sym-
metric distribution for the analysis.  If this is necessary in the interest of time, end the 
radial response measurements with the last positive-i spectrum and perform the analysis 
for a one-sided, rather than a two-sided, measurement, as defined below.  What problems 
can arise from one-sided measurements? 
 
Note that many summations with index i appear in the following pages.  If only the 
summation index appears (that is, ∑i ), the sum is over all terms, including the i = 
0 term.  If the starting index of 1 is given (that is, ∑ =1i ), the sum is over all terms 
except the i = 0 term.  Note also that for one-sided radial response measurements, 
the summation includes only positive integer i values.  Two-sided measurements 
include positive and negative integer i values. 

 
4. Plot your measurements, Ci, as a function of displacement, i • s, using the graph form 

provided (following page) or from computer printout.  This is the radial response of your 
detector at the distance, r0. Record the full width (define edge of width ~2% of 
maximum) and half width (FWHM) of the radial response at this distance. 

 
 r0 = ________ cm 
 
 Full width of radial response = ________ cm 
 
 Half width (FWHM) of radial response = ________ cm 
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You may wish to follow the detailed procedures outlined below in 5–7 for manual 
computation of the geometric parameters (effective length, “L,” and effective area, 
“A”) and their uncertainties.  These are required for computation of the calibration 
constants for line- and area-source assays.  A simpler approach than the hand 
calculation is to obtain L, σ(L), A and σ(A) with a “spreadsheet program,” 
CALIB.XLS, that uses the same expressions given in 9–11 below.  The instructor 
will assist you with this.  If the program is used to perform the calculations, proceed 
to 8. 

 
5. Compute the sums: 
 
 =∑

i
iC ________ s-1, 

 
( ) =⋅∑
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i
iCσ ________ s-2,  

 
 ∑ =⋅

i
ii Ca ________ cm2 s-1, 

 
 and 
 
 =∑
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22 )]([
i

ii Ca σ ________ cm4 s-2, 

 
 as indicated on the CALIBRATION DATA SHEET at the end of this section.  Record 

these results above and on the data sheet.  Also compute the squares of the relative 
uncertainties as follows: 
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 Remember that some of the summations exclude the i = 0 quantity and some include this 

quantity.  (See note under 3, above.) 
 
6. Calculate the effective length, L, for your detector field of view at the distance r0.  This is 

the length of a uniform line source that would give a count rate with an ideal detector 
(constant radial response) that is the same that your detector (with its measured response 
curve) would give if the uniform line source spanned its field of view.  Refer to Fig. 2 to 
aid your understanding of the procedure used to calculate the effective length.  For a one-
sided measurement of the radial response, the effective length and its relative 
uncertainty are 
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           = (2 x _________ x _________ ÷ _________) - _________ = _________ cm 
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 and 
 
 σr (L1) ≅ σr (L)  . 
 
 For a two-sided measurement of the radial response, the effective length and its relative 

uncertainty are 
 

 ∑==
i

i

C
CsLcmL

0

2)(

 
 and 
 
 σr (L2) = σr (L)  . 
 
 The formula for the relative uncertainty in L is 
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           = {______________ + [ ______________ ÷ ______________]2}1/2 

           = ______________  . 
 
7. Calculate the effective area A, for your detector field of view at the distance r0.  This is 

the area of a uniform area source that would give a count rate with an ideal detector 
(constant radial response) that is the same that your detector (with its measured response 
curve) would give if the uniform area source filled its field of view.  Refer to Fig. 3 to aid 
your understanding of the procedure used to calculated the effective area of the detector.  
For a one-sided measurement of the radial response, the effective area and its relative 
uncertainty are 

 

∑==
i

i
i C

CaAcmA
0

2 1)(  

  
 and 
 
 σr (A1) = σr (A)  . 

=  _________ x _________ ÷ _________ = _________ cm              

=  ____________ ÷ ____________ = ____________ cm 2   .            



 13 

 
 

Fig. 2.  If s is the distance between adjacent source positions, then s is also the line segment over 
which the equivalent line source is assumed to be distributed when one measures Ci, the count 
rate with the source at position i. 

 
 

 
 

Fig. 3.  The areas between the solid circles represent the areas within which the 
equivalent area source is assumed to be distributed when one measures Ci, the count 
rate with the source at position i. 
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 For a two-sided measurement of the radial response, the effective area and its relative 
uncertainty are 
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    and 
 
 σr (A2) ≅ σr (A) . 
 
The formula for the relative uncertainty in A is 
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           = {______________ + [ ______________ ÷ ______________]2}1/2 

           = ______________  . 
 
 
8. The absolute detector response at the distance r0 must now be measured with a uranium 

reference standard of known (235U) isotope mass, density, composition, and geometry.  
Knowledge of the density, composition, and geometry is important if the source attenu-
ates its own gamma rays because the calibration requires knowledge of the unattenuated 
count rate from the reference standard.  This is the measured count rate multiplied by the 
self-attenuation correction factor and by the correction factor for attenuation by the source 
cladding if present.  Record the absolute normalization results for the uranium metal disk 
___: 
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  Gross Area    
Count  

Time, s 
RF  

CH#  
AS PK 
counts 

AS BK 
counts 

Net  (σ), 
counts 

Net Rate 
(σ), s-1 

C0' = Bkg.-Sub 
Net Rate (σ), s-1 

 
             __ 
      s       counts     counts  ( ) ( ) ( _) 
            counts        s-1              s-1 

 
            
 s      counts     counts  ( ) ( ) 
            counts        s-1 

 
All four of the “Gross Area” data points were involved in calculating C0'. Assuming the 
same count time was used in each measurement, the formula for the standard deviation in 
C0' is the following: 
 

timecountBKASPKASBKASPKAS BgdRmBgdRmScCalScCalC _____ ____'
0

+++=σ  

 
where it is instructive to recall that 22

yxtotal σσσ += and xx N=σ . 

 
Now correct the measured count rate, C0', for attenuation.  For source self-attenuation, the 
correction factor form is that for a slab.  The source data are: 

 
      NN20     NN21 
uranium mass (g) 18.395 17.10 
235U (enrichment fraction) 0.925 0.925 
m0, 235U (g) 17.015 15.82 
diameter (D), (cm) 3.4 3.8 
U mass/surface area (ρx), (g/cm2) 2.026 1.5078 
µ(186 keV), (cm2/g) 1.46 1.46 
CF (slab)*__________      ____________ ___________ 
*CF (Slab) = µ(ρx)/[1 - exp (-µρx)] 
LEXAN thickness (cm) 0.287 0.287 
CF (LEXAN) = e0.132 × 1.2 × 0.287 ____________ ___________ 

Calibration 
Source 

Room 
Bkg. 
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 First, compute the slab self-attenuation correction factor for the standard you are using 

and enter this result in the above.  The corrected count rate for the absolute normalization 
is: 

 
 C0 = C0' × CF (slab) × CF (LEXAN) 
 
       = ____________ × ___________ × ____________ = ____________ s-1  . 
 
 The relative uncertainty in the corrected count rate [ignoring uncertainty in CF(slab) and 

CF(LEXAN)] for the absolute normalization is 
 
 σr (C0) = σ (C0') ÷ C0'  
 

σr (C0) = ___________ ÷ ___________ = ___________  . 
 
 In the next three steps (9–11), the calibration constants for the generalized-geometry 

holdup assays are calculated. 
 
 If the “spreadsheet program,” CALIB.XLS, was used to determine L and A, it has 

also generated the calibration constants (KP, KL, and KA) and their uncertainties 
using the same expressions given in 9–11 below.  If you have run this program and 
do not wish to compute these results by hand, proceed to 12. 

 
9. The equation for assay of a point-source holdup deposit measured at a distance r (between 

the deposit location and the detector end of the collimator) to give the net background-
subtracted count rate C is 

 
 m = isotope mass (g 235U) = Kp C r2 . 
 
 The equation for the relative uncertainty in m is 
 
 σr (m) = σ (C) ÷ C  
 
 The point-source calibration constant is 
 
 Kp (g • s/cm2) = m0 ÷ (C0 r02) 
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                         = __________ ÷ ((___________) x (___________)2) 

 
                         = ________________ g • s/cm2  . 
 
The relative uncertainty in this constant is 
 
 σr(Kp) = σr(C0) = ________________  . 
 
 Why is σr (Kp) not used in the expression for σr (m) above?  What does the value of 

σr (Kp) tell you? 
 
10. The equation for the assay of a line-source holdup deposit measured at a distance r, to 

give the net background-subtracted count rate C is 
 
 ml = isotope mass per unit length (g 235U/cm) 
 
      = Kl C r . 
 
 The relative uncertainty in ml is 
 
 σr (ml) = σ (C) ÷ C  . 
 
 The line-source calibration constant is 
 
 Kl (g • s/cm2) = m0 ÷ (L C0 r0) 
 
                        = _________ ÷ (__________ x __________ x __________) 
 
                        = _______________ g • s/cm2  . 
 
 The relative uncertainty in this constant is 
 
 σr (Kl) = {[σr (L)]2 + [σr (C0)]2}1/2 . 
 
            = {[______________]2 + [______________]2}1/2 
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            = ________________ . 
 
 Why is σr (Kl) not used in the expression for σr (ml) above?  What does the value of 

σr (Kl) tell you? 
 
11. The equation for the assay of an area-source holdup deposit measured at a distance r, to 

give the net background-subtracted count rate C is 
 
 ma = isotope mass per unit area (g 235U/cm2) 
 
       = Ka C  . 
 
 The relative uncertainty in ma is 
 
 σr (ma) = σ (C) ÷ C  . 
 
 The area-source calibration constant 
 
 Ka (g • s/cm2) = m0 ÷ (A C0) 
 
                         = _____________/(_____________ x _____________) 
 
                         = _______________g • s/cm2  . 
 
 The relative uncertainty in this constant is 
 
 σr (Ka) = {[σr(A)]2 + [σr(C0)]2}1/2 
 
              = {[_____________]2 + [_____________]2}1/2 
 
               = _______________  . 
 
 Why is σr (Ka) not used in the expression for σr (ma) above?  What does the value of 

σr (Ka) tell you? 
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12. Remeasure the 235U check foil in its holder the same way this was done in Section II(7), 
and compare the result for the net counts in 100 s with the average value determined 
previously. 
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IV.  VERIFICATION OF CALIBRATION 
 
 Several point-uranium sources, an area source, and fuel rods are available to permit some 
verification of your calibration constants Kp, Kl, and Ka  
 Vary the distance from such sources as you measure them. 
 Does the point-source response fall off as 1/r2?  Does the line source fall off as 1/r?  Is the 
area-source response independent of r?  How does your assay results agree with the declared 
value? 
 
V.  ATTENUATION AND SHIELDING EXERCISE 
 

1. In this section we will measure the effects of attenuation and compare our results with the 
attenuation corrections calculated from the relationships summarized below and the 
quantities in Table I at the end of this section. 

 
 Transmission T = I/I0 = e-µρx  , 
 

where I = measured count rate, 
  I0 = emitted count rate, 
  µ = mass absorption coefficient, 
  ρ = macroscopic density, 
and 
  x = thickness. 
 

 The mass absorption coefficient depends on both the energy of the gamma ray and the 
material through which it passes.  By macroscopic density we mean some account has 
been taken of voids in the material and its dilution by other materials.  For example, 
sintered UO2 pellets have a density of ~10.5 g/cm3; however, cans of loose oxide can 
have a density of 2.5 g/cm3. 

 
 As a function of transmission, T, the correction factor for attenuation due to material 

between the source and detector is given by 1/T. 
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 Both transmissions and correction factors obey multiplicative relationships.  For example, 
if gamma rays pass through both a lead filter and a steel glove box of given thicknesses, 
the total correction factor is 

  
 CF(total) = CF(lead) • CF(steel)  . 
 
 For thickness twice those given, 
 

 CF(two thicknesses) ≅ CF2 (one thickness)  . 
 
 For thicknesses half those given, 
 

 CF(half thickness) ≅ CF(one thickness)  .  
 
2. Place the 235U check foil 5 cm from the end of the collimator.  Measure the transmission 

of the 186-keV gamma rays through sheets of aluminum, steel, and lead.  Keep the 
position of the foil and the detector fixed and count for 30 s each time.  Record your data 
on the worksheet below and compare your results with calculated correction factors 
obtained using the known thicknesses and the data given in Table I.  How well do the 
calculations agree with the measured results? 

 
 

 
Attenuating 

Material 

 
 

Thickness 

 
T = I - B

I0 - B 

 
Measured 
CF = 1/T 

 
CF calculated from data in 

Table I 
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Table I.  Attenuation Coefficients and Densities of Some Material 
 

Material 
 

µ(186) 
 

ρ 
 

µ(414) 
 
Acrylic (Lucite) 

 
0.134 cm2/g 

 
1.185 g/cm3 

 
0.102 cm2/g 

Polycarbonate (Lexan) 0.132 1.20 0.100 
O 0.125  0.094 
Al 0.125 2.7 0.090 
Fe 0.147 7.8 0.090 
Cd 0.34 8.6 0.107 
Pb 1.10 11.3 0.21 
U 1.46 19  
UO2 1.29 2.5 - 10.5  
Pu  15. - 19. 0.275 
PuO2  2.5 - 10.5 0.254 
Glass (SiO2) 0.127  0.094 
Polyvinylchloride (PVC) 0.131 1.1 0.096 
 



Name _______________ Isotope __________ 
Date   _______________ Count t = ________ s 
r0 =  _______________ cm Rm Bkg. = ___________ s-1 
 Rm Bkg. = ___________ s-1 
Check Source Net Rate = ___________ s-1  

CH Numbers for AS PK (__________ to __________) 
CH Numbers for AS BK (__________ to __________) 
CH Numbers for RF PK (__________ to __________) 
RF CH# = _____________ 

CS CH# = ___________ 
 
 
 
i 

 
 
i • s, 
cm 

 
 
RF 
CH# 

 
 

AS PK 
counts 

 
 

AS BK 
counts 

 
Net 

Counts 
() 

Net 
Rate 
() 
s-1 

Ci 
= Bk-Sub 
Net Rate, 

s-1 




(Ci), 
s-1 

 
 

[(Ci)]2, 
s-2 

 
 

ai, 
cm2 

 
 

ai Ci, 
cm2 s-1 

 
 

ai2[(Ci)]2 
cm4 s-2 

0 0        /////////////////

// 

25  ///////////////////////

// 

1 5         50   

2 10         100   

3 15         150   

4 20         200   

5 25         250   

6 30         300   

7 35         350   

8 40         400   

9 45         450   

-1 -5         50   

-2 -10         100   

-3 -15         150   

-4 -20         200   

-5 -25         250   

-6 -30         300   

-7 -35         350   

-8 -40         400   

-9 -45         450   
 
3/02 

    
SUMS:    = Ci�

i
                               

=  Ci�
i=1

2
                  = aiCi�

i

        
= ai

2  Ci
2�

i=1
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INTRODUCTION 
 

 The exercises will be performed in an adjacent room.  Each group will be provided a cart to 
move the calibrated portable assay equipment to the location of the holdup measurement 
exercises.  During transport of the portable equipment, the power (including high voltage) will be 
left on to minimize electronic drift.  The above exercises can be carried out with low-resolution, 
2.54-cm-diam x 1.27-cm-thick NaI(Tl) detectors that were used in the calibration exercises.  
Record all measurement and analysis results on the data sheets provided at the end of this 
section. 
 Begin by examining the forms titled “holdup measurement worksheets“ (2 forms) at the 
end of this section.  Fill in the information at the tops of these sheets.  Then give some thought to 
the following paragraphs before proceeding with the gamma-ray holdup measurements. 

 

1. Consider your detector’s radial response curve plotted in Section III(4) of the URANIUM 
HOLDUP CALIBRATION EXERCISES.  This plot provides the full width and FWHM 
of the detector field of view at the distance r0.  At the holdup measurement distance r, 
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these values will vary (from their values at r0 ) as r/r0.  Using the r_r0 tab in the 
calibration spreadsheet, plot the full width and FWHM for your detector from r=0 to 
r=300 cm.  When measuring an extended line source such as a duct or a pipe, or an 
extended area source such as a wall or a floor, multiple measurements are required to 
cover the entire length or area.   When the material is not uniformly distributed it is 
important to count the entire length or area with uniform efficiency.  This is done by 
spacing adjacent measurements by a single half-width corresponding to the measurement 
distance r.  The summation of adjacent radial response curves spaced at these intervals 
gives a nearly uniform response for the entire length or area being measured.  It is 
recommended that the average holdup assay result (in g/cm or g/cm2) be multiplied by the 
entire length or area (in cm or cm2, respectively) to give the holdup for the total line or 
area source.  How should the ends (of the line) or the edges (of the area) be treated in 
selecting the measurement locations, interpreting the results for these locations, and in 
computing the averages?  When can special treatment of ends and edges be ignored? 

 

2. Observe your detector’s radial response curve again.  What fraction of the full width is an 
acceptable width of a point or a line to keep the negative bias that results from 
measurements of finite-width sources below 10%?  Use this as guidance for your choices of 
minimum measurement distances in the exercises that follow.  How can you correct for this 
bias? 

 

3. A realistic holdup deposit can be measured at a distance such that the deposit surfaces 
conform to point, line, or area geometries.  However, for line or area geometries, realistic 
deposits are not likely to be uniform.  This will introduce a bias in the assay result at each 
measurement location along the line or on the surface.  On the average, however, if the 
adjacent measurement positions are chosen to achieve uniform counting efficiency for the 
entire length or surface, the biases (both positive and negative) that result from nonuni-
formities will tend to cancel.  If other factors (locations of hot spots, for example) are 
used to determine the measurement positions, significant biases (positive in the example 
given) will result. 

 

4. The importance of careful background measurements cannot be overemphasized.  In 
many cases in the plant, the net count rate in the assay peak of the background spectrum 
will be comparable to that from the holdup deposit.  Background that originates from 
behind the holdup deposit (in the detector field of view) cannot be measured with a 
shielding plug inserted in or over the detector collimator.  However, if the background 
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comes through the detector shield, the shielding plug method is best.  Determine the 
likely background sources before choosing the approach to background measurements. 
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I.  HOLDUP IN ALUMINUM AND STEEL LONG PIPES 
 
 There are two large-diameter overhead pipes available for measurement.  These can be 
thought of as long pipes or as small diameter circular ducts.  The holdup in these pipes may be 
relatively uniform with length or it may show hotspots or cold spots, depending on the actual 
“holdup” mechanism. What measurement geometry and what detector-to-holdup distance is 
appropriate for this problem? What affect will the different compositions of the pipes have on the 
attenuation of the gamma rays? 
 

(1) With your check foil, do a response check. 
 
(2) Select a measurement geometry and counting time.  Make measurements along the steel 

and aluminum pipes.  Also make background measurements by moving your detector 
sideways so it misses the pipe but sees the same background.  Record your data on one 
of the enclosed holdup work sheets. 

 
(3) The thickness of each pipe is 1/8 in. (0.32 cm).  Determine the necessary attenuation 

correction for each measurement. 
 
(4) Try measurements at different distances to develop some variability in your data for 

error estimation.  Also, investigate the response as a function of distance. 
 
(5) Calculate the total holdup in each pipe and estimate the error from the variability in 

your measurements. 
 
(6) NOTE:  One measurement approach that is relatively insensitive to holdup variations 

along the pipe is to measure the pipe from a distance r0 (the source-to-detector distance 

you used during the calibration exercise) and at intervals of L cm (the equivalent length 
viewed by your detector).  The degree of overlap gives a nearly constant counting 
efficiency with distance along the pipe.  However, it is also true that if the holdup 
distribution is relatively uniform, a few measurements or even one measurement is 
sufficient for the entire pipe if the measured response is converted to g/cm, which is 
then multiplied by the total length of the pipe. 
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II.  PIPE ARRAY 
 
 Small diameter pipes are heavily used throughout processing facilities for powder or liquid 
transfers between equipment.  The pipes are often grouped very closely together, with many 
elbows and junctions. 
 

(1) With your check foil, do a response check. 
 
(2) Use the portable scanning meter to survey the pipe array and look for hotspots.  What is 

the appropriate measurement geometry for hotspots?  Is 20 cm a good distance, r, for 
the hot spots? 

 
(3) For the pipe array, consider whether point, line, or area geometries are appropriate.  

Measure the array from different distances, different directions, and perhaps with 
different geometry assumptions.  Record your data on one of the holdup work sheets. 

 
(4) Make background measurements by moving the detector sideways so it misses the pipes 

but still points in the same direction.  There may be no background behind the wall, but 
there may be background sources behind you.  Note that the back end of the detector is 
not shielded. 

 
(5) The pipe in this array is 1/8 in. (0.32 cm) steel (Schedule 40).  The joints are 1/4 in. 

(0.64 cm) thick.  Apply attenuation corrections to your measurements. 
 
(6) Calculate the total holdup in the pipe array.  Estimate an error based on the scatter in 

your measurements. 
 
(7) Assume the hotspots are clumps of oxide (a 1-cm cube at theoretical density ≈ 10 g/cc); 

estimate how much material is in each hotspot. 
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III.  HEPA FILTERS 
 
 The 235U trapped in 61 cm by 61 cm by 30.5 cm-thick high-efficiency particulate air 
(HEPA) filters will be determined.  This measurement can be made with relatively high accuracy 
when the filters are removed from the process area and placed in a good assay geometry.  We 
will measure two filters as illustrated in the figure below.  What distance is appropriate to treat 
the filters as an area source?  What distance is appropriate to treat the filters as a point source.  
To improve the accuracy of the measurement, you will measure each filter from both sides and 
average the result.  This reduces the potential range of error due to the distribution of uranium 
within the filter.  Also, each filter measurement will be corrected for gamma-ray self-attenuation 
by using the other filter as a large transmission source and calculating a transmission correction. 
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(1) With your check foil, do a response check. 
 
(2) Set up the measurement geometry as shown in the figure but without the filters present 

and perform a 100 s background count.  Record the background count rate B = 
__________. 

(3) Place the first filter to be measured with its center at your determined distance from the 
detector face, leaving enough space behind it to place the other filter there later.  Count 
for 100 s and record the count rate S1 = __________.  Enter the background-corrected 
count rate S1 - B in the table on page 7. 

 
(4) Turn the filter by 180° and record the count rate S2 = __________. 
 Enter the background-corrected count rate S2 - B in the table on page 7. 

 
(5) Enter the average S3 = 1/2 (S1 - B) + 1/2 (S2 - B). 

 
(6) Place the other filter directly behind the filter being assayed and count for 100 s.  

Record the combined count rate S4 = __________. 
 Enter S4 - B in the table on page 7. 

 
(7) Remove the front filter and measure the transmission source filter by itself for 100 s.  

This count rate is S5 = __________. 

 
(8) The transmission through the front filter is T = (S4 - S2)/(S5 - B).   

 The correction factor for self-attenuation of the gamma rays emitted by the front filter is 
CF = 1/ T    Compute the 235U content of the front filter. 

 
(9) Repeat this procedure by interchanging the roles of the two filters in order to assay the 

second filter.  Record: 
 
 B  = __________________________,        S1 = __________________________, 
 S2 = __________________________,        S3 = __________________________, 
 S4 = __________________________, and S5 = __________________________. 
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filter 

 
 

S1 - B 

 
 

S2 - B 

 
 

S3 

 
 

S4 - B 

 
 

S5 - B 

 

 T =
S4 − S2
S5 − B
 

 
CF = 
1/ T  

 
235U 
(g) 

         
         
         
         
         
         
         
         
         
         
         
         
         
         
         
         
         
         
         
 

(10) Estimate an error for your measurements. 
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IV. RECTANGULAR AIR DUCTS 
 
 The overhead rectangular air duct with the right angle bend is typical of building and glove 
box ventilation systems.  Even if prefilters are attached to the glove box exhaust ducts, the main 
ducts tend to accumulate holdup over time.  The holdup tends to concentrate on the floor of the 
duct and near bends and junctions.  Measuring this holdup is important for radiation safety, 
criticality safety, and inventory control. 
 In measuring the 3 or 4 m of duct work available here, keep in mind that an actual facility 
may have hundreds of meters of ducts, with many elbows, bends, and junctions.  Use this 
ductwork to develop a measurement plan which is brief and will cover large areas rapidly, as 
though you were in an actual facility. 
 

(1)    With your check foil, do a response check. 
 
(2) Select a measurement geometry and an appropriate count time.  Is 40 cm a good 

distance?  Measure the ductwork from several directions.  Record your results on one of 
the enclosed holdup work sheets.  Also include background measurements. 

 
(3) Guess the composition of the ductwork and estimate its thickness.  Apply an attenuation 

correction to your measurements. 
 
(4) The right angle bend is a region where holdup may be higher than elsewhere.  How can 

you measure this region? 
 
(5) Determine the total holdup in the ductwork and estimate an error from the variability in 

your measurements. 
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V.  V-BLENDER 
 
 V-blenders are used in powder mixing and blending operations.  They tend to accumulate 
holdup on their interior surfaces.  Most V-blenders are constructed of stainless steel with smooth 
interior surfaces.  This V-blender is, however, constructed of 1.27-cm-thick Plexiglas.  It is 
covered with aluminum foil so that the distribution of “holdup” is not visible. 
 

(1) With your check foil, do a response check. 
 
(2) Use a survey meter to locate the holdup.  Is the holdup confined to the V-blender? 
 
(3) Measure the holdup in the glove box at several different distances and from different 

directions.  Correct your measurements for background by making background 
measurements.  Try measuring the V-blender as both a point source and as an area 
source.  Which approach gives a more consistent result?  Where is a point geometry 
appropriate?  Where is an area geometry appropriate?  Record your data on one of the 
holdup work sheets. 

 
(4) Correct your measurements for attenuation and calculate the total holdup in the V-

blender.  Estimate a measurement error from the scatter in your measurements. 
 
(5) This material is 10% enriched uranium.  Calculate the total amount of uranium in the 

V-blender. 
 
 Uranium mass = _______________ g. 
 
 We will estimate the amount of self-absorption in this sample.  Assume the self-

absorption is due primarily to the uranium, not to oxygen or any matrix material.  
Assume the uranium is spread evenly over the V-blender.  Estimate the area of the 
V-blender. 

 
 Area = _______________ cm2. 
 
 Calculate the areal density = ρx = mass/area = _______________ g/cm2. 
 Using the µ value from Table I, calculate the transmission 
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 T = exp (-µρx) = _______________. 
 
 The correction factor for self-absorption can be approximated by 1/ T  
 
 CF = 1/ T  _______________ . 
 
 In general, if CF > 1.1, we need to make the correction and realize we might be making 

a low estimate of the material in the item. 
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VI. SLAB TANK 
Slab tanks are used to hold solutions containing special nuclear material in a critically 
safe geometry.  They tend to accumulate holdup on the sides of the tank; often the 
deposits are thicker towards the bottom of the tank.  It is difficult to make them 
structurally sound, so other geometries are generally chosen for new installations.  Slab 
tanks are often placed in arrays in support rooms next to the main chemical processing 
area. 
 

(1) With your check foil, do a response check.  
 

(2) Select a measurement geometry and count time.  Record the measurements on the 
holdup sheets. 

 
(3) Measure the metal thickness and apply an attenuation correction to the measurement. 

 
(4) Determine the total holdup in the slab tank and estimate an error. 

 
(5) If you survey the tank with the survey meter, can you verify your assumptions about the 

size or shape of the deposit? 
 

(6) What measurements can help verify the assumptions you made about the uniformity of 
the distribution of material in the slab tank? 
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APPENDIX A 
FUEL ROD SELF-ATTENUATION 

 
 As an example of severe self-attenuation within dense concentrations of nuclear material, 
such as may occur in extreme holdup geometries, some uranium oxide fuel rods are available for 
measurement.  The measurement procedure is not related to holdup measurements except as it 
provides an opportunity to calculate a large self-attenuation correction.   
 The fuel rods that are available for measurement are 1.3 m long PWR fuel rods with an 
average enrichment of 3.19%.  Typically the last 10-15 cm of each rod is empty, but the rod as a 
whole is a nearly ideal line source. 
 

(1) Place your detector at the distance r0 (distance used during the calibration exercises) 

from a fuel rod, facing the center of the rod, and determine the 235U content in g/cm 
assuming no self-attenuation:  235U g/cm = _______________. 

 
(2) Calculate the attenuation due to the 0.71-mm-thick zirconium cladding on the fuel rod.  

The zirconium mass absorption coefficient µ is 0.25 cm2/g, and the zirconium is 
6.5 g/cm3.  T = e-µρx = _______________, and the attenuation correction is CF = 1/T = 
_______________. 

 
(3) Calculate the self-attenuation due to the 0.926 cm diam U02 fuel pellets.  The mass 

absorption coefficient µ is 1.29 cm2/g, and the density of the sintered oxide is 
10.5 g/cm3.  The self-attenuation correction factor is  

 

 
CF = 

µρxπ/4
1 - e-µρxπ/4

 = _______________  .
 

 
(4) The actual 235U g/cm is your measured value in step 1 x CF(zirconium) x CF(oxide) = 

_______________ g/cm.  How does your result compare to the tag value of 0.19 g/cm? 
 
(5) Let us now consider the effects of background behind the item we want to measure.  

Place two rods perpendicular to the detector axis.  One will be 45 cm away from the 
detector and the other will be 60 cm away.  Measure the response (300 s count times?). 
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 measured rate ____________ 
 
 background ______________ 
 
 Does the closer rod effectively shield the second rod? 
 
 Try this exercise again, but move the detector slightly so that it can view both rods.  If 

you perform the measurement at two distances, can you separate the responses? 
 
  

    On-axis    View both 
Measured rate   
background   

  
 



 15 

APPENDIX B 
PARALLEL LINE SOURCES 

 
 In this exercise we will explore two ways to deal with parallel line sources.  In a plant 
situation, the first thing to do is to determine whether either of the lines has material in it.  
Assuming that some significant signal originates in the pipes, the next step is to determine which 
pipe has how much. 
 

(1) Use a single fuel rod to get a response profile just like we did earlier for the point 
source.  Use the same source-to-detector distance as before.  Count for 300 s.  Move the 
rod off the detector axis 5 cm and count again.  Repeat for four other positions. 

 
 
i 

 
i x s 

measured 
count rate 

background 
rate B 

 
Ci 

 
Ci/C0 

0 0 cm     
1 5 cm     
2 10 cm     
3 15 cm     
4 20 cm     
5 25 cm     

 
 Compare this profile with the one you obtained with the point source.  Do not forget to 

consider counting statistics! 
 
(2) Place two identical fuel rods parallel to each other and 15 cm apart.  Make three 

measurements: 
 
 

 measured 
counts 

background 
counts 

net 
counts 

aim between the two rods    

aim at the left rod    

aim at the right rod    
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 Let CL represent the net counts for the measurement where the detector is centered on 
the left rod, and CR represent the net counts for the measurement where the detector is 
centered on the right rod. The measured net count rates are related to the relative 
amount of uranium in each rod by the following equations: 

 
       CL = XL + (C3/C0)XR 
       CR = (C3/C0)XL + XR 

 
 where       XL – relative amount of uranium in left rod 
          XR – relative amount of uranium in right rod 
          C3 – net count rate at position 3 (15 cm off axis) from step 1 
          C0 – net count rate at position 0 (on axis) from step 1 
  
       Solving for XL, XR, we get 
 

  
 
 Do the two rods have the same amount of uranium (XL = XR)? 
 
 
(3) Now we will try to use a small shadow shield.  Use a piece of 0.16-cm-thick lead.  

Attach it to the collimator as shown in the figure.  You want to shield the off-axis rod 
completely and not block the view of the on-axis rod at all.  Count for 300 s and 
compare your result with the single rod result in step 1. 

 
 measured counts __________ 
 
 background __________ 

 
 
 

X L  =  C 0 C i 
C i 

2  -  C 0 
2   C R  -  C 0 

C i 
  C L  and  X R  =  

  

C 0 C i 
C i 

2  -  C 0 
2   C L  -  C 0 

C i 
  Y R 
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Side view of geometry for measurement of two parallel pipes 15 cm apart, as 
simulated here by two fuel rods seen end on.  The extra lead sheet is added to restrict 
the detector's field of view so it sees only one pipe. 
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APPENDIX C 
ANNULAR TANK 

 
 Large process tanks often hold significant quantities of material after they are drained of 
solution.  Two common types of tanks are annular tanks and Raschig-ring-filled tanks.  Both tank 
designs are motivated by criticality safety concerns.  The annular tank holds solution in a 
relatively thin annulus; the interior cylinder is filled with borated styrofoam.  The Raschig ring 
tank is filled with Raschig rings made of borated glass.  In either case the tank has a large interior 
surface area for material to hold up on, although the Raschig ring tank is significantly worse in 
this respect. 
  
 Annular tanks and Raschig ring tanks require special calibration procedures that are neither 
point, line, or area calibrations.  The procedure for measuring an annular tank is given in this 
section.  The procedure for Raschig ring tanks is given in the appendix for future reference. 
  
 To measure annular tanks, the detector is placed directly against the wall of the tank.  It is 
assumed that the holdup in an empty tank is deposited on both the inner and outer walls of the 
annulus.  Thus when the detector is placed against the tank with your 2.5 cm collimation depth, it 
samples a narrow cone-shaped volume that includes four holdup surfaces.  Except for attenuation 
effects, each of these four surfaces is counted with equal efficiency, since 1/r2 effects will be 
roughly cancelled by the increased field of view at increased r.  If the tank is measured at 6 to 12 
representative positions on its surface, the total holdup can be obtained by extrapolating to the 
entire tank surface area. 
 

(1) To calibrate for this geometry, place your check foil and detector in the supplied holder 
OR place your detector on one of the uranium calibration disks. 

 
 It is assumed here that the background count rate is 0.  This can be checked by 

removing the check foil and repeating the measurement. 
 
(2) The collimator aperture subtends an area A.  Measure the surface area of the annular 

tank, excluding the top and bottom surfaces. Determine the number of measurements 
(N) needed to assay the entire surface of the tank: 

 
 N = S/A  
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(3) The attenuation factor, K1, for the tank wall will need to be determined based on the 

composition and thickness of the walls.  Material held up in the annulus on the far side 
of the tank will suffer additional attenuation due to the inner chamber of the tank.  To 
account for the addition attenuation encountered by material on the far side of the tank, 
the correction factor K2 is used: 

  
 FTK += 12  

 
 where TF is the transmission factor for gamma-rays emitted from the far side of the 

tank. The near side measurement will be divided by the K2 correction factor to account 
for the contribution from the far side 

 
(4) The total tank holdup based on one measurement at one spot on the tank is then given 

by 
 

 
235U = 

N(C - K3 B)m K1
K2 R

  ,
 

 
 where m is the effective 235U mass of the check foil, C is the measured count rate, B is 

the background measured with the detector moved away from the tank but pointed in 
the same direction as used to measure C, and K3 is the transmission factor that 186 keV 

gamma rays experience in crossing the entire tank.   
 
(5) Measure the tank at 6 to 12 representative locations over its surface.  Keep in mind that 

regions of high background may exist in some directions.  Also, holdup in the tank may 
not be totally uniform, but may have hotspots or cold spots, or may tend to be higher 
near the bottom of the tank.  Average your measurements as you see fit and estimate 
your total uncertainty. 
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APPENDIX D 
RASCHIG RING TANK MEASUREMENT PROCEDURE 

 
 Because many processing facilities use Raschig ring tanks for solution storage rather than 
annular tanks, this appendix describes one procedure for measuring Raschig-ring-filled tanks that 
are drained of solution.  This procedure is again not a simple point, line, or area calibration, but is 
actually a concentration measurement.  When the tank is filled with Raschig rings, the mean free 
path of 186-keV gamma rays from 235U is roughly 7 cm, far less than the tank diameter.  (The 
mean free path of 414-kev gamma rays from 239Pu is probably less than the tank diameter as 
well, but does depend on the tank diameter.)  Also, the gamma-ray attenuation is due primarily to 
the Raschig rings themselves and not to uranium.  Under these conditions, the gamma-ray 
detector can be placed directly against the side of the tank.  A single measurement at this point 
views a roughly cylindrical volume of the tank, with a depth of about 7 cm for 186-keV gamma 
rays.  The measurement determines the average concentration in grams of 235U/l in this volume. 
 

 (1) To calibrate for Raschig ring tank measurements, set a long collimation depth, d, 
of 10 to 12 cm and place the detector face down on your calibration foil, using a lead 
brick or other material to shield against background radiation.  Determine the net count 
rate R in the 186-peak for your standard mass m0 of 235U. 

 

 
R = ε Ω S m0  ,

  (1) 
 
 where ε = intrinsic detector efficiency, Ω = solid angle, and S = 43 000 gamma rays/g 

235U.  The solid angle Ω is roughly A/4 πd2, where A is the area of the collimator 
aperture.  Then 

 
 R = ε A S m0/4 πd2  .  (2) 
 
 (2) When the detector is placed against the tank, the count rate is given by  
 

 C = ε A S ρ235 λ  , (3) 
 
 where ρ235 is the concentration of 235U in g/cc, and λ is the mean free path of the 

gamma rays.  Lambda is given by 1/µm ρm, where µm is the mass absorption coefficient 



 21 

of the matrix and ρm is the density of the matrix.  Combining equations 2 and 3, 

converting to liters, and substituting for λ yields 
 

 
ρ235 (g/l ) = 1000 

m0 µm ρm

4 π d2
 C
R 

 
(3) The coefficient µm is roughly 0.135 cm2/g, and ρm has been  estimated as 0.82 g/cc.  

Because of the approximations involved, it is better in practice to determine this 
coefficient by measuring a mockup tank or by comparison with cleanout.  When this 
can be done, it is also feasible to decrease the collimation depth d to 2 or 3 cm.  This 
allows a larger, less well-defined volume to be viewed, and decreases the required 
measurement time. 

 
(4) To measure an actual Raschig ring tank, divide the tank into vertical zones (that is, 

horizontal segments).  Estimate the volume of each zone.  This is somewhat arbitrary, 
so long as the total volume of all the zones equals the tank volume.  Measure each zone 
twice, at two positions about 180° apart.  Average these results and multiply by the 
zone volume to obtain the holdup in that zone.  Do the same for each zone and sum the 
results to obtain the total holdup.  This procedure helps to compensate for the vertical 
holdup gradient typical of Raschig ring tanks.  Past experience suggests that the overall 
measurement uncertainty will be on the order of ± 25%. 
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I.  OBJECTIVES 
 
 These laboratory exercises will demonstrate the principles and methods for calibrating the 
generalized-geometry plutonium holdup assay.  You will set up the electronics, calibrate the 
assay with standard reference sources, and perform some practice attenuation measurements.  
You will use the same equipment later for the holdup measurement exercises.   The instructors 
will divide the students into groups and each group will share a set of equipment. 
 
II.  EQUIPMENT SETUP 
 
 The holdup measurement exercises will use the Rossendorf MiniMCA-166 (Mini-MCA) 
controlled by WinMCA emulator software, on a laptop computer and a Bicron Model 1M 2/1LP-
X shielded, collimated sodium iodide (NaI) detector. The detector has a 2.54 cm-diameter by 
5.08-cm deep sodium iodide crystal which has a good photopeak detection efficiency for the 400-
keV gamma rays used for the assay of 239Pu.  The detector is rigidly mounted inside the lead 
collimator-shield.  The collimator depth and diameter are both 2.54 cm.  This collimation 
provides a field of view that is approximately 65 cm in diameter at a distance (from the detector 
side of the collimator) of 40 cm.  A 0.08-cm-thick cadmium disk is mounted at the front end of 
the detector to attenuate x-rays and the 60-keV 241Am gamma ray. 
 

1. Connect the detector signal, high voltage, and preamplifier power cables to the 
MiniMCA-166.  Connect the MiniMCA-166 to the laptop computer and power the 
system. Once the computer is running, start the MCA emulator software, WinMCA.  

Safeguards Technology Training Program 

China Center of Excellence Nondestructive Assay Training 
Los Alamos, New Mexico 
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Setup and operation of the spectrometry system is described in the WinMCA section of 
the manual.  Record the serial numbers of the NaI detector and the Mini-MCA, and set up 
the system using the table below. 

 
 

Serial Numbers: NaI   _________ 
    Mini-MCA _________ 
 
 

 
Detector  MCB17    
Conversion Gain 1024 
Lower Level Discriminator 20 
Upper Level Discriminator 1023 
Shaping Time Short 
High Voltage Polarity Positive 
High Voltage 500 volts 
Preset 100s live time 
Gain ___________ 
Pole Zero Check using P/Z adjustment window 
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 Figure 1 illustrates spectra of low-burnup plutonium and the 137Cs check source that you 
will observe during these setup activities.  It shows the approximate location of the key 
peaks and regions of interest used in the data acquisition and analysis. 

 

 
Fig. 1.  Sodium iodide spectra of low-burnup plutonium and 137Cs. 

 
2. Obtain a small 137Cs check source from the instructor for initial detector setup.  Mount 

the check source on the collimator in the holder designed for this purpose.  Collect a 
spectrum for 100 s. Compare the spectrum with Fig. 1.  Adjust the amplifier gain so that 
the 662-keV peak is near channel 662, or approximately two thirds of full scale.  This 
allows ample room to observe the continuum background above the peak and simplifies 
setting up regions of interest (ROIs) for the 239Pu complex peak dominated by the 375- 
and 414-keV gamma rays.  Record the amplifier gain above. 

 
3. Calculate a one-point energy calibration, assuming that channel zero corresponds to zero 

energy. 
 
 The 662-keV centroid of the 137Cs check source is in channel __________. 
 
 The energy calibration in keV/channel is __________. 
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4. Set up a 120-keV-wide (600 to 720 keV) ROI around the 662-keV peak.  Calculate the 
ROI channels from the energy calibration.  This is the check source peak ROI (CS PK) 
and will be used to obtain the counts in the 662-keV peak from the 137Cs check source. 

 
 E = 600 keV; channel = __________. 
 
 E = 720 keV; channel = __________. 
 
 A 120-keV-wide continuum background ROI (from 750 to 870 keV) should also be set.  

Calculate the ROI channels from the energy calibration.  This is the check source 
background ROI (CS BK) and will be used to determine the background under the check 
source peak ROI.  
 
E = 750 keV; channel = ___________. 
 
E = 870 keV; channel = ___________. 
 
This ROI will not be required for most purposes because the continuum background 
under the 137Cs peak comes from plutonium background rather than from the 137Cs 
source, and will be determined for subtraction purposes in separate background 
measurements.  Use of this ROI may be implemented during the holdup measurement 
exercises, when stronger 137Cs sources will be used to perform transmission 
measurements for attenuation corrections. 

 
5. Place the 137Cs check source in a shielded location.  Obtain a small, low-burnup (6%-

240Pu) plutonium source from the instructor.  Acquire a 100-s spectrum.  Compare the 
spectrum to Fig. 1.  Set a 75-keV-wide ROI (375 to 450 keV) around the 400-keV 239Pu 
complex.  Calculate the ROI channels from the energy calibration. 

 
 E = 375 keV; channel = __________. 
 
 E = 450 keV; channel = __________. 
 
 This is the assay peak ROI (AS PK) and will be used to determine the counts in the assay 

peak, the 414-keV gamma ray from 239Pu. 
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6. A background ROI must be set above the assay peak to subtract the continuum under the 
peak that is produced by scattering of higher-energy gamma rays from the plutonium or 
its daughters.  The background ROI should be as wide as the peak ROI for simplicity and 
to obtain good precision on the background measurement.  Set a 75-keV-wide (500 to 
575 keV) background ROI.  Calculate the ROI channels from the energy calibration. 

 
 E = 500 keV; channel = __________. 
 
 E = 575 keV; channel = __________. 
 
 This is the assay background ROI (AS BK) and will be used to determine the counts in 

the background for the assay peak. 
 
7. During holdup measurements, it is important to perform bias checks to quickly verify the 

calibration without spending a lot of time remeasuring standards.  This can be done with a 
small check source positioned in a reproducible geometry relative to the detector.  The 
check source will confirm that the instrument has not changed since the calibration.  If the 
check source is the same material as the calibration standard, it will verify the calibration.  
For a check source to be used in this manner, it must be characterized during the calibra-
tion.  Use a 137Cs check source in a polyethylene holder. Measure the check source three 
times for 200 s, removing and replacing the source between measurements. Record the 
serial number of the check source and record and reduce the 662-keV spectral data below. 

 



 6 

Serial Number: 137Cs check source #  _________ 
 
           137Cs check source Net Peak Area           σ in Net Peak Area                         Peak Centroid  
                      (CS PK – CS BK)                     (CS PK + CS BK)1/2                          CS CH #  
 
 1. ________-________=________     (________+________)1/2 =_________  ________ 
 
 2. ________-________=________     (________+________)1/2 =_________  ________ 
 
 3. ________-________=________     (________+________)1/2 =_________  ________ 
 
             average Net Area = ________                          average σ = _________ 
          standard deviation = ________                average CS CH#  ________ 
 
  Check  source Net  Rate  = average Net  Area ÷ 200 
                                                = ______________ s-1. 

 
 How does the standard deviation compare with the average σ  value?  Good agreement 

indicates that the precision of the check source measurement is not influenced 
significantly by source positioning. 

 
8. The following test is designed to monitor the gain and to provide guidance for gain 

adjustment during the calibration and holdup measurements.  Aquire a plutonium 
spectrum and set a 50-keV-wide ROI (from 185 to 235 keV) around the intense 208-keV 
237U.  This peak will be well resolved and prominent in most of the plutonium spectra 
that you will acquire.  Its position will be a sensitive monitor of the gain and can be used 
for gain adjustment in the event of a drift.  Calculate the ROI channels for the gain check 
reference peak from the energy calibration. 

 
 E = 185 keV; channel = __________. 
 
 E = 235 keV; channel = __________. 
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 This is the gain check reference peak ROI (RF PK), and the centroid of the peak in this 
ROI (RF CH#) will be used to monitor the system gain.  Record the centroid channel 
number of the 208-keV peak below. 

 
RF CH# _______________ 
 
Notice that if the RF CH# shifts, the assay peak channel will shift as well.  This test is 
more sensitive than the net peak area of the 137Cs check source to gain drifts, and it is 
simple to perform on each plutonium spectrum that is acquired.  A drift of 3 or more 
channels in the RF CH# will correspond to a drift of 6 or more channels in the assay peak 
because its energy is twice as high.  In this event, a gain adjustment should be performed 
to restore the reference peak to its original position. For example, a 4-channel drop in RF 
CH# corresponds to a 2% shift in gain.  In this case, the amplifier gain setting should be 
adjusted upward by 2% to compensate. The 137Cs check source should be remeasured 
after such an adjustment to verify its net rate. However, beware of interfering peaks that 
might falsely indicate that a gain shift has occurred. The 137Cs check source can help 
diagnose an interference. 

 
 Record the channel numbers for AS PK, AS BK, RF PK, RF CH# , CS CH#, and the 

137Cs check source net count rate at the top of the CALIBRATION DATA SHEET at the 
end of this section 

 
III.  POINT-, LINE- AND AREA-SOURCE CALIBRATIONS 
 
 To simplify the calibration efforts, holdup measurement geometries are adjusted so that 
deposit geometries can be generalized to one of three categories:  point, line, or area deposits.  A 
point deposit is a small source centered in a (relatively) large detector field of view.  A line 
deposit is a narrow uniform deposit, centered in a (relatively) wide detector field of view that 
spans the width of the detector field of view.  An area deposit is a uniform deposit that fills the 
detector field of view.  For a point source, the measured response falls off as 1/r2, the inverse 
square of the distance between the source and the and the end of the collimator closest to the 
detector.  For a uniform line source, the measured response falls off as 1/r.  For a uniform area 
source, the response is independent of distance.  Calibrations for assay of point, uniform line, and 
uniform area sources can be obtained from a single point-source standard. 
 The calibration requires measurement of the point standard, precisely positioned 
at a well-defined distance, r0, from the detector crystal in the center of the detector field 
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of view.  This measurement establishes the (1/r2 - dependence) absolute relationship 
between the measured count rate and the isotope mass for a point source, independent of 
attenuation.  An additional measurement of the relative response of the detector to the 
radial location of the deposit within the field of view on the planar surface at the same 
(r0) distance is also necessary to extend the use of the absolute measured response to line 
and area sources.  Therefore, the generalized-geometry calibration involves a set of 
measurements to establish the relative radial response and a single measurement to 
establish the absolute response.  Both require point sources.  However, only the absolute 
response measurement requires a standard reference source. 
 

1. Begin with the procedure for the radial response measurements by obtaining a low-
burnup (6% 240Pu), 10-g plutonium oxide, from the instructor.  Place the source and 
detector on the fixture provided with the source in the center of the detector field of view 
at a carefully measured distance, r0 = 40 cm, from the detector end of the collimator. Fix 
the detector position at this location. Mark the source locations with tic-marks at 5-cm 
intervals along the fixture, starting with the zero location at the center. You will need 
enough space for 10 source positions (50 cm) on either side of the central position. Be 
sure that the detector view does not include someone else's source.  The use of additional 
shielding (lead bricks) on the sides and back of the detector is recommended. 

 
2. With the plutonium source removed from the detector field of view, measure a room 

background spectrum.  A 200-s count time is recommended.  Record the results as the 
first entry in the background table that follows.  Reduce the results as indicated in the 
table.  If the detector is sufficiently shielded, the net room background count rate should 
be very small.  An occasional repeat of the room background measurement during the 
calibration is recommended to assure that no unexpected sources have accidentally 
entered the detector field of view.  Record the net room background count rate at the top 
of the CALIBRATION DATA SHEET (at the end of this section) in the space labeled 
BK.  Also record the r0 value and the count time on this sheet. 
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ROOM BACKGROUND MEASUREMENT DATA OBTAINED DURING CALIBRATION 

 
Count 

Time (s) 

 
AS PK 
Counts 

 
AS BK 
Counts 

 
Net RmBk 

Counts  (σ net) 

 
Net RmBk Count Rate 
RmBk (s-1)   (σRmBk) (s-1)  

 
 
        (_______)   (_______) 
 
 
        (_______)   (_______) 
 
 
        (_______)   (_______) 
 
 
        (_______)   (_______) 
 
 

3. Now, replace the plutonium source at the central position (i = 0), on the detector axis, for 
the first measurement in the radial response sequence.  A 200-s count time is recom-
mended.  Acquire the spectrum and record the results on the CALIBRATION DATA 
SHEET at the end of this section.  Displace the source 5 cm to one side and perform the 
i = 1 measurement of the radial response.  Reduce the data across the previous row in the 
data sheet as you are waiting for the present acquisition to be complete.  The successive 
radial response measurements continue until the source position is outside the detector 
field of view.  Define this as the location where the net rate falls below the measured 
background rate for this peak.  At this point, move to the other side of the detector and 
continue with the i = -1, -2, etc. measurements of the radial response. It is possible to 
forgo the measurements of the radial response on the negative side of the detector axis 
and assume a symmetric distribution for the analysis.  If this is necessary in the interest of 
time, end the radial response measurements with the last positive-i spectrum and perform 
the analysis for a one-sided, rather than a two-sided, measurement, as defined below.  
What problems can arise from one-sided measurements? 
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 Note that many summations with index i appear in the following pages.  If only the 
summation index appears (that is, ∑ ), the sum is over all terms, including the i = 0 
term.  If the starting index of 1 is given (that is, ∑ =1i

), the sum is over all terms 
except the i = 0 term.  Note also that for one-sided radial response measurements, 
the summation includes only positive integer i values.  Two-sided measurements 
include positive and negative integer i values. 

 
4. Plot your measurements, Ci, as a function of displacement, i • s, using the graph form 

provided (following page).  This is the radial response of your detector at the distance, r0. 
Record the full width and half width (FWHM) of the radial response at this distance. 

 
 r0 = ________ cm 
 
 Full width of radial response = ________ cm 
 
 Half width (FWHM) of radial response = ________ cm 
 
 You may wish to follow the detailed procedures outlined below in 5–7 for manual 

computation of the geometric parameters (effective length, “L,” and effective area, 
“A”) and their uncertainties.  These are required for computation of the calibration 
constants for line- and area-source assays.  A simpler approach than the manual 
calculation is to obtain L, σ(L), A and σ(A) with a “spreadsheet program,” 
CALIB.XLS, that uses the same expressions given in 9–11 below.  The instructor 
will assist you with this.  If the program is used to perform the calculations, proceed 
to 8. 

 
5. Compute the sums: 
 
 =∑

i
iC __________ s-1, 

 
( ) =⋅∑

=1

2

i
iCσ ________ s-2,  

 
 ∑ =⋅

i
ii Ca ________ cm2 s-1, 
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and 
 
 =∑

=1

22 )]([
i

ii Ca σ ________ cm4 s-2, 

 
 as indicated on the CALIBRATION DATA SHEET at the end of this section.  Record 

these results above and on the data sheet.  Also compute the squares of the relative 
uncertainties as follows: 
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              = ______________ ÷ (______________)2 

              = ______________ 
 
 Remember that some of the summations exclude the i = 0 quantity and some include this 

quantity.  (See note under 3, above.) 
 
6. Calculate the effective length, L, for your detector field of view at the distance r0.  This is 

the length of a uniform line source that would give a count rate with an ideal detector 
(constant radial response) that is the same that your detector (with its measured response 
curve) would give if the uniform line source spanned its field of view.  Refer to Fig. 2 to 
aid your understanding of the procedure for determining the effective length.  For a one-
sided measurement of the radial response, the effective length and its relative 
uncertainty are 

 s
C
CsLcmL

i

i −







== ∑

0

21)(  
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and 
  

σr (L1) ≅ σr (L)  
 

 For a two-sided measurement of the radial response, the effective length and its relative 
uncertainty are 

 

∑==
i

i

C
CsLcmL

0

2)(  

  
 and 
 
 σr (L2) = σr (L)  . 
 
 The formula for the relative uncertainty in L is 
 

 
2

0

0

2

1

)()( 







+















= ∑
= C

CCL
i

irr
σσσ  

           = {______________ + [ ______________ ÷ ______________]2}1/2 

           = ______________  . 
 
7. Calculate the effective area A, for your detector field of view at the distance r0.  This is 

the area of a uniform area source that would give a count rate with an ideal detector 
(constant radial response) that is the same that your detector (with its measured response 
curve) would give if the uniform area source filled its field of view.  Refer to Fig. 3 to aid 
your understanding of the procedure for determining the effective area of a detector.  For 
a one-sided measurement of the radial response, the effective area and its relative 
uncertainty are 

 

∑==
i

i
i C

CaAcmA
0

2 1)(  

 

                = (2 x _________ x _________ ÷ _________) - _________ = _________ cm 

=  _________ x _________ ÷ _________ = _________ cm              
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 and 
 
 σr (A1) = σr (A)  

=  ____________ ÷ ____________ = ____________ cm 2   .            
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Fig. 2.  If s is the distance between adjacent source positions, then s is also the line segment over which the 
equivalent line source is assumed to be distributed when one measures Ci, the count rate with the source at 
position i. 

 
 

 
Fig. 3.  The areas between the solid circles represent the areas within which the 
equivalent area source is assumed to be distributed when one measures Ci, the 
count rate with the source at position i. 
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 For a two-sided measurement of the radial response, the effective area and its relative 
uncertainty are 

2
)( 0

0
2









+

=
∑

i

i
i C

Caa
cmA  

 

 
 
    and 
 
 σr (A2) ≅ σr (A) . 
 
The formula for the relative uncertainty in A is 
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2
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= ∑
= C

CCaA
i

iirr
σσσ  

 

           = {______________ + [ ______________ ÷ ______________]2}1/2 

           = ______________  . 
 
 
8. The absolute detector response at the distance r0 must now be measured with a plutonium 

reference standard of known (239Pu) isotope mass, density, composition, and geometry.  
Knowledge of the density, composition, and geometry is important if the source 
attenuates its own gamma rays because the calibration requires knowledge of the 
unattenuated count rate from the reference standard.  This is the measured count rate 
multiplied by the self-attenuation correction factor and by the correction factor for 
attenuation by the source cladding.  The Pu button standards used to make the radial 
response will also be used for the absolute calibration.  Detailed information about the 
sources are given in the table below.  To obtain good measurement data, a count time of 
300 to 600 seconds is recommended. 

 
Record the absolute normalization results for the plutonium oxide source ___-000. 

 

     =  (___________ + ___________ ÷ ___________) ÷ 2 = ___________  cm 2   . 
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Count  

Time, s 
RF 

 CH#  
AS PK 
counts 

AS BK 
counts 

Net  (σ), 
counts 

Net Rate 
(σ), s-1 

C0' = BK-Sub 
Net Rate (σ), s-1 

 
             __ 
      s       counts     counts  ( ) ( ) ( _) 
            counts        s-1              s-1 
 
 
Now correct the measured count rate, C0', for attenuation.  For source self-attenuation, the 
correction factor form is that for a sphere.  The source data are: 
 
 

 Pu Buttons 
Plutonium oxide:  
m0, g 239Pu 9.40 
thickness, cm 0.41 
density (ρ), g/cm3 3.0 
µ(414 keV), cm2/g 0.248 
CF(slab)* 1.16 
steel cladding:  
thickness (x), cm 0.36 
density (ρ), g/cm3 7.9 
µ(414 keV), cm2/g 0.0898 
Y = µρx 0.254 
CF(cladding)** 1.288 
*CF(slab) = -ln(e-µρx)/(1-e-µρx) 
**CF(cladding) = eY 

 
 Therefore, the corrected count rate for the absolute normalization is: 
 
 C0 = C0' x CF(cladding) x CF(slab) 
 
       = ___________ x 1.288 x ___________ = ____________ s-1  . 
 The relative uncertainty in the corrected count rate for the absolute normalization is 
 



 18 

 σr (C0) = σ (C0') ÷ C0' 
 
                   = ___________ ÷ ___________ = ___________  . 
 

 In the next three steps (9-11), the calibration constants for the generalized-geometry 
holdup assays are calculated. 

 

 If the “spreadsheet program,” CALIB.XLS, was used to determine L and A, it has 
also generated the calibration constants (KP, KL, and KA) and their uncertainties 
using the same expressions given in 9–11 below.  If you have run this program and 
do not wish to compute these results by hand, proceed to 12. 

 

9. The equation for assay of a point-source holdup deposit measured at a distance r (between 
the deposit location and the detector end of the collimator) to give the net background-
subtracted count rate C is 

 

 m = isotope mass (g 239Pu) = Kp C r2 . 

 

 The equation for the relative uncertainty in m is 
 

 σr (m) = σ (C) ÷ C  . 

 

 The point-source calibration constant is 
 

 Kp (g • s/cm2) = m0 ÷ (C0 r02) 

 

                         = __________ ÷ ((___________) x (___________)2) 

 

                         = ________________ g • s/cm2  . 
 
The relative uncertainty in this constant is 
 

 σr (Kp) = σr (C0) = ________________  . 
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 Why is σr (Kp) not used in the expression for σr (m) above?  What does the value of 
σr (Kp) tell you? 

 
10. The equation for the assay of a line-source holdup deposit measured at a distance r, to 

give the net background-subtracted count rate C is 
 
 ml = isotope mass per unit length (g 239Pu/cm) 
 
      = Kl C r . 
 
 The relative uncertainty in ml is 
 
 σr (ml) = σ (C) ÷ C  . 
 
 The line-source calibration constant is 
 
 Kl (g • s/cm2) = m0 ÷ (L C0 r0) 
 
                        = _________ ÷ (__________ x __________ x __________) 
 
                        = _______________ g • s/cm2  . 
 
 The relative uncertainty in this constant is 
 
 σr (Kl) = {[σr (L)]2 + [σr (C0)]2}1/2 . 
 
            = {[______________]2 + [______________]2}1/2 
 
            = ________________ . 
 
 Why is σr (Kl) not used in the expression for σr (ml) above?  What does the value of 

σr (Kl) tell you? 
 
11. The equation for the assay of an area-source holdup deposit measured at a distance r, to 

give the net background-subtracted count rate C is 
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 ma = isotope mass per unit area (g 239Pu/cm2) 
 
       = Ka C  . 
 
 The relative uncertainty in ma is 
 
 σr (ma) = σ (C) ÷ C  . 
 
 The area-source calibration constant 
 
 Ka (g • s/cm2) = m0 ÷ (A C0) 
 
                         = _____________/(_____________ x _____________) 
 
                         = _______________g • s/cm2  . 
 
 The relative uncertainty in this constant is 
 
 σr (Ka) = {[σr(A)]2 + [σr(C0)]2}1/2 
 
              = {[_____________]2 + [_____________]2}1/2 
 
               = _______________  . 
 
 Why is σr (Ka) not used in the expression for σr (ma) above?  What does the value of 

σr (Ka) tell you? 
 
12. Remeasure the 137Cs check source in its holder the same way this was done in 

Section II(7), and compare the result for the net counts in 100 s with the average value 
determined previously. 
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IV.  VERIFICATION OF CALIBRATION 
 
 Test the plutonium point-source calibration by measuring another small plutonium 
standard.  Does the assay result agree with the reference value (g/cm) for the point source?  
 
V.  ATTENUATION AND SHIELDING EXERCISE 
 

1. In this section we will measure the effects of attenuation and compare our results with the 
attenuation corrections calculated from the relationships summarized below and the 
quantities in Table I at the end of this section. 

 
 Transmission T = I/I0 = e-µρx  , 
 

where I = measured count rate, 
  I0 = emitted count rate, 
  µ = mass absorption coefficient, 
  ρ = macroscopic density, 
and 
  x = thickness. 
 

 The mass absorption coefficient depends on both the energy of the gamma ray and the 
material through which it passes.  By macroscopic density we mean some account has 
been taken of voids in the material and its dilution by other materials.  For example, 
sintered UO2 pellets have a density of ~10.5 g/cm3; however, cans of loose oxide can 
have a density of 2.5 g/cm3. 

 
 As a function of transmission T, the correction factor for attenuation due to material 

between the source and detector is given by 1/T. 
 
 Both transmissions and correction factors obey multiplicative relationships.  For example, 

if gamma rays pass through both a lead filter and a steel glove box of given thicknesses, 
the total correction factor is 

  
 CF(total) = CF(lead) • CF(steel)  . 
 
 For thickness twice those given, 
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 CF(two thicknesses) ≅ CF2 (one thickness)  . 
 
 For thicknesses half those given, 
 

 CF(half thickness) ≅ CF(one thickness)  . 
 
2. Place a small plutonium source 5 cm from the end of the collimator.  Measure the 

transmission of the 400-keV gamma rays through sheets of aluminum, steel, and lead.  
Keep the position of the foil and the detector fixed and count for 30 s each time.  Record 
your data on the worksheet below and compare your results with calculated correction 
factors obtained using the known thicknesses and the data given in Table I.  How well do 
the calculations agree with the measured results? 

 
 

 
Attenuating 

Material 

 
 

Thickness 

 
T = I - B

I0 - B 

 
Measured 
CF = 1/T 

 
CF calculated from data in 

Table I 
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Table I.  Attenuation Coefficients and Densities of Some Material 
 

Material 
 

µ(186) 
 

ρ 
 

µ(414) 
 
Acrylic (Lucite) 

 
0.134 cm2/g 

 
1.185 g/cm3 

 
0.102 cm2/g 

Polycarbonate (Lexan) 0.132 1.20 0.100 
O 0.125  0.094 
Al 0.125 2.7 0.090 
Fe 0.147 7.8 0.090 
Cd 0.34 8.6 0.107 
Pb 1.10 11.3 0.21 
U 1.46 19  
UO2 1.29 2.5 - 10.5  
Pu  15. - 19. 0.275 
PuO2  2.5 - 10.5 0.254 
Glass (SiO2) 0.127  0.094 
Polyvinylchloride (PVC) 0.131 1.1 0.096 
 



Name _______________ Isotope __________ 
Date   _______________ Count t = ________ s 
r0 =  _______________ cm Rm Bkg. = ___________ s-1 
 Rm Bkg. = ___________ s-1 
Check Source Net Rate = ___________ s-1  

CH Numbers for AS PK (__________ to __________) 
CH Numbers for AS BK (__________ to __________) 
CH Numbers for RF PK (__________ to __________) 
RF CH# = _____________ 

CS CH# = ___________ 
 
 
 
i 

 
 
i • s, 
cm 

 
 
RF 
CH# 

 
 

AS PK 
counts 

 
 

AS BK 
counts 

 
Net 

Counts 
() 

Net 
Rate 
() 
s-1 

Ci 
= Bk-Sub 
Net Rate, 

s-1 




(Ci), 
s-1 

 
 

[(Ci)]2, 
s-2 

 
 

ai, 
cm2 

 
 

ai Ci, 
cm2 s-1 

 
 

ai2[(Ci)]2 
cm4 s-2 

0 0        /////////////////

// 

25  ///////////////////////

// 

1 5         50   

2 10         100   

3 15         150   

4 20         200   

5 25         250   

6 30         300   

7 35         350   

8 40         400   

9 45         450   

-1 -5         50   

-2 -10         100   

-3 -15         150   

-4 -20         200   

-5 -25         250   

-6 -30         300   

-7 -35         350   

-8 -40         400   

-9 -45         450   
 
3/02 

    
SUMS:    = Ci�

i
                               

=  Ci�
i=1

2
                  = aiCi�

i

        
= ai

2  Ci
2�

i=1
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INTRODUCTION 
 
 The groupings of people and equipment established during the calibration of the plutonium 
holdup assays will be retained for the plutonium holdup measurement exercises.  Each group will 
carry the calibrated portable assay equipment to the location of the holdup measurement 
exercises.  During transport of the portable equipment, the power (including high voltage) will be 
left on to minimize electronic drift.   
 Exercises I-V can be carried out with the low-resolution, 2.54-cm-diam by 5.08-cm-thick 
NaI(Tl) detectors that were used in the calibration exercises.  Record all low-resolution gamma-
ray measurement and analysis results on the data sheets provided at the end of this section.  
 
 Begin by examining the forms (holdup data sheets and holdup results sheets) at the end of 
this section.  Fill in the information at the tops of these sheets.  Then give some thought to the 
following paragraphs before proceeding with the gamma-ray holdup measurements. 

 

Safeguards Technology Training Program 

China Center of Excellence Nondestructive Assay Training Program 
Los Alamos, New Mexico 
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1. Consider your detector’s radial response curve plotted in Section III(4) of the PLUTO-
NIUM HOLDUP CALIBRATION EXERCISES.  This plot provides the full width and 
FWHM of the detector field of view at the distance r0.  At the holdup measurement 
distance r, these values will vary (from their values at r0) as r/r0.  On a separate sheet of 
graph paper, plot the full width and FWHM vs r for your detector from r = 0 to r = 300 
cm.  When measuring an extended line source such as a duct or a pipe, or an extended 
area source such as a wall or a floor, multiple measurements are required to cover the 
entire length or area.   It is important to count the entire length or area with uniform 
efficiency.  This is done by spacing adjacent measurements by a single half-width 
corresponding to the measurement distance r.  The summation of adjacent radial response 
curves spaced at these intervals gives a nearly horizontal response for the entire length or 
a nearly flat horizontal surface for the entire area.  It is recommended that the average 
holdup assay result (in g/cm or g/cm2) be multiplied by the entire length or area (in cm or 
cm2, respectively) to give the holdup for the total line or area source.  How should the 
ends (of the line) or the edges (of the area) be treated in selecting the measurement 
locations, interpreting the results for these locations, and in computing the averages?  
When can special treatment of ends and edges be ignored? 

 
2. Observe your detector’s radial response curve again.  What fraction of the full width is an 

acceptable width of a point or a line to keep the negative bias that results from 
measurements of finite-width sources below 10%?  Use this as guidance for your choices of 
minimum measurement distances in the exercises that follow.  How can you correct for this 
bias? 

 
3. A realistic holdup deposit can be measured at a distance such that the deposit surfaces 

conform to point, line, or area geometries.  However, for line or area geometries, realistic 
deposits are not likely to be uniform.  This will introduce a bias in the assay result at each 
measurement location along the line or on the surface.  On the average, however, if the 
adjacent measurement positions are chosen to achieve uniform counting efficiency for the 
entire length or surface, the biases (both positive and negative) that result from nonuni-
formities will tend to cancel.  If other factors (locations of hot spots, for example) are 
used to determine the measurement positions, significant biases (positive in the example 
given) will result. 

 
4. The importance of careful background measurements cannot be overemphasized.  In 

many cases in the plant, the net count rate in the assay peak of the background spectrum 



 3 

will be comparable to that from the holdup deposit.  Background that originates from 
behind the holdup deposit (in the detector field of view) cannot be measured with a 
shielding plug inserted in or over the detector collimator.  However, if the background 
comes through the detector shield, the shielding plug method is best.  Determine the 
likely background sources before choosing the approach to background measurements. 

 
I.  TWO CYLINDRICAL DUCTS 
 
 The two cylindrical ducts are representative of small cylindrical ducts or large process 
pipes.  Both are aluminum.  One duct is mounted horizontally approximately 2.5 m above the 
floor.  The other is mounted vertically. The inner diameters of the ducts are 10.2 cm (horizontal 
duct) and 15.6 cm (vertical duct), and the wall thickness is 0.63 cm for both.  The lengths are 
2.44 m. 
 Because of the proximity of the two ducts, the measurements of either can be affected by 
background from the other, especially if the holdup is significantly greater in one of the two 
ducts.  Therefore, some care must be taken in selecting the measurement geometries and in 
performing the background measurements. 
 

1. Before doing the holdup measurements, measure the plutonium check source.  Verify that 
the gain setting is correct.  Adjust the gain if necessary.  Perform a bias check.   

 
2. Perform a quick survey to get a rough idea of the distribution of the holdup within and 

between the two ducts.  Decide on the measurement geometries for both background and 
holdup measurements.  Choose measurement distances that compromise between 
maintaining generalized (line source) geometries and minimizing background from the 
adjacent duct.   

 
3. Perform background and holdup measurements.  When appropriate, be sure to overlap 

adjacent measurements at the half maxima of the radial responses at the selected 
measurement distances to obtain a uniform counting efficiency for all duct locations.  
Determine background-subtracted net count rates for all holdup measurement locations. 

 
4. Determine, by averaging, the count rate appropriate for each duct.  Correct this count rate 

for attenuation by the duct wall (use the data sheets).  Determine the uncertainty in this 
count rate from the variability in the background-subtracted net count rates for each duct.  
Is this larger than the propagated statistical uncertainty? 
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5. Using the data sheets, compute the holdup and its uncertainty for each duct from the 

results obtained above. 
 
II.  PIPE ARRAY 
 
 The pipe array is a network of polyvinyl chloride (C2H3Cl) or PVC piping mounted 
horizontally, approximately 2.5 m above the floor, representing the complex mazes of piping that 
exist in many facilities.  The inner diameter is 5.08 cm., and the wall thickness is 0.46 cm.  The 
dimensions of the overall array are approximately 1.2 m by 1.2 m. 
 It is tempting to identify individual deposit locations and measure each one individually 
within an array of this type.  It is also interesting to compare the results with those obtained by 
generalizing the geometry of the array as a whole instead of generalizing the geometry of 
individual elements within the array.  Comparing the two approaches is recommended for this 
exercise. 
 

1. Before doing the holdup measurements, measure the plutonium check source.  Verify that 
the gain setting is correct.  Adjust the gain if necessary.  Perform a bias check. 

 
2. Perform a survey to determine the approach to measuring isolated elements of the array.  

Note the time required to plan this type of measurement compared to that for generalizing 
the geometry of the array as a whole.  What geometry did you select  

 
a. for measurement of the isolated elements within the array? 
b. for measurement of the whole array as a generalized geometry?  

 
3. Perform background measurements and holdup measurements using the two approaches.  

When appropriate (for other than point source measurements), be sure to overlap adjacent 
measurements at the half maxima of the radial responses at the selected measurement 
distances to obtain a uniform counting efficiency for all locations within the matrix (or 
element of the matrix).  Determine background-subtracted net count rates for each 
measurement. 

 
4. Determine the appropriate (average, if other than a point source) count rate for each set of 

measurements.  Determine the uncertainty in this count rate from the variability in the 
background-subtracted net count rates for each set of measurements.  If only one 
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measurement was required as for a point source, reposition the detector three times and 
repeat the (background and holdup) measurements for one point source to determine the 
experimental variability. 

 
5. Using the data sheets, compute equipment attenuation corrections, the holdup in the pipe 

array and its uncertainty for the two measurement approaches.  How do the results for the 
two compare?    

 
III.  VALVE 
 
 The valve is a fairly compact and isolated holdup station.  The hardware is similar to pumps 
and valves found in processing facilities.  The main body of the valve is made of steel.  The diffi-
culty of this assay is in estimating the attenuation effect of the steel.  Some students may wish to 
try performing a transmission measurement to estimate the magnitude of this effect.  Another 
possibility is to compute the effect based on an estimated thickness of the steel. 
 

1. Before doing the holdup measurements, measure the plutonium check source.  Verify that 
the gain setting is correct.  Adjust the gain, if necessary.  Perform a bias check. 

 
2. Perform a quick survey to determine the distribution and approximate center of the 

holdup deposit.  Then position the detector appropriately for a point source measurement. 
 
3. If a transmission measurement is desired, it should be performed with the detector posi-

tioned as for the holdup measurement.  A 137Cs source can be used for this purpose.  A 
separate region of interest will be required for the 662-keV peak.  (The 662-keV 
continuum background is negligible.)  This should be set up before the plutonium holdup 
measurements are performed.  The 137Cs source should be placed near the valve, at a 
known (measured) distance from the detector, so that the estimated location of the holdup 
deposit center is on the line between the transmission source and the detector.  However, 
because of the variable steel thicknesses in the valve, it is recommended that the 
transmission measurements be performed several times with the source position shifted 
slightly to one side of the deposit center each time.  (The average measured 662-keV rate, 
C662, will be used to correct for equipment attenuation, and the relative standard 
deviation in the measured rates, SIG(C662), will be a component of the random 
uncertainty in the assay.) 
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4. After completing the transmission measurements, remove the 137Cs source to a shielded 
location and perform the holdup measurement.  Note that the count rate in the 662-keV 
peak from this spectrum corresponds to the room background count rate, B662, for the 
transmission measurement.  After completing the holdup measurement, measure the room 
background for the holdup measurement.  Then measure the unattenuated 137Cs source 
count rate, C0,662, at the same distance as for the transmission measurements.  [Its 
relative uncertainty is SIG(C0,662).] 

 
5. Compute the equipment attenuation correction factor.  If this is done as indicated on the 

data sheets using an estimated thickness of steel, determine the uncertainty in the 
correction factor based on a guess of the uncertainty in your thickness estimate (25 to 
50%?).  If this is done using a transmission measurement, use the following procedure: 

 
 T´662 = (C662 - B662)/C0,662 
  = measured transmission through valve at 662 keV 
  = (_________ - _________)/_________ = _________  . 
 
 SIG (T´662) ≅ SIG (C662) = _________  . 
 
 T662 = (T´662)0.5 
  = transmission from center of valve at 662 keV 
  = (_________)0.5 = _________  . 
 
 SIG(T662) = 0.5 x SIG(T´662) 
  = relative standard deviation in T662 
  = 0.5 x (_________) = _________  . 
 
 R = µFe,400/µFe,662 
  = ratio of mass attenuation coefficients for steel 
  = 0.092 cm2/g ÷ 0.073 cm2/g = 1.26. 
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 T400 = (T662)R 
  = transmission from center of valve at 400 keV 
  = (_________)1.26 = _________  . 
 
 CFeq = (T400)-1 
  = equipment attenuation correction factor 
  = (_________)-1 = _________  . 
 
 SIG(CFeq) = R x SIG(T662) 
  = relative standard deviation in CFeq 
  = 1.26 x _________ = _________  . 
 

6. Compute the holdup in the valve (use the data sheets).  Determine the uncertainty in the 
holdup based on the relative uncertainty in the equipment attenuation correction factor. 

 
IV.  V-BLENDER 
 
 Like the valve, the V-blender is a fairly compact and isolated holdup station.  The blender 
is designed to resemble those used in processing facilities.  The blender vessel is constructed out 
of aluminum cylinders.  The aluminum wall thickness is 0.51 cm.  The equipment attenuation 
correction is relatively small and can be computed reasonably accurately, as with other 
processing vessels with uniform wall thicknesses such as ducts and pipes. 
 Because the measurement is simplified by the possibility of establishing a point source 
geometry, and because equipment attenuation complications are lacking, students may elect to do 
a self-attenuation correction based on a measured transmission.  This transmission can be 
determined with a 137Cs transmission source, as with the pump measurements.  However, the 
aluminum transmission at 662 keV must also be computed and factored out of the measured 
transmission before using the measured result to calculate the transmission at 400 keV.  The 
transmission at 400 keV will be used in the formula for the far-field correction factor for self-
attenuation.  Which form (slab, cylinder, or sphere) should be used? 

 
1. Before doing the holdup measurements, measure the plutonium check source.  Verify that 

the gain setting is correct.  Adjust the gain if necessary.  Perform a bias check. 
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2. Perform a quick survey to determine the distribution and approximate center of the 
holdup deposit.  Then position the detector appropriately for a point source measurement. 

 
3. If a transmission measurement is desired to obtain the self-attenuation correction factor, it 

should be performed with the detector positioned as for the holdup measurement.  A 
137Cs source can be used.  A separate region of interest will be required for the 662-keV 
peak.  (The 662-keV continuum background is negligible.)  This should be set up before 
the plutonium holdup measurements are performed.  The 137Cs source should be 
positioned near the blender, at a known (measured) distance from the detector, so that the 
estimated location of the holdup deposit center is on the line between the transmission 
source and the detector.  However, because of possible variations in the deposit thickness, 
it is recommended that the transmission measurements be performed several times with 
the source position shifted slightly to one side of the deposit center each time.  (The 
average measured 662-keV rate, C662, will be used to obtain the transmission required to 
compute the correction factor for self-attenuation.) 

 
4. After completing the transmission measurements, remove the 137Cs source and perform 

the holdup measurement.  Note that the count rate in the 662-keV peak ROI in this 
spectrum corresponds to the room background count rate, B662, for the transmission 
measurement.  After completing the holdup measurement, measure the room background 
for the holdup measurement.  Then measure the unattenuated 137Cs transmission source 
count rate, C0,662, at the same distance as for the transmission measurement. 

 
5. Compute the equipment attenuation correction factor (use the data sheets).  If no 

transmission measurement was performed, assume that the self-attenuation correction 
factor is 1.00.  If the 137Cs transmission measurement was performed, use the following 
procedure to determine the correction factor for self-attenuation: 

 
 T´662 = (C662 - B662)/C0,662 
  = measured transmission through blender plus deposit at 662 keV 
  = (_________ - _________)/_________ = _________  . 
 
  = transmission through aluminum at 662 keV 
 TAl,662 = _________  . 
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 T662 = T´662/TAl,662  
  = transmission through deposit in blender at 662 keV 
  = _________/_________ = _________  . 
 R = µPuO,400/µPuO,662 
  = ratio of mass attenuation coefficients for plutonium oxide = 2.03.   
 
 T400 = (T662)R 
  = transmission through deposit in blender at 400 keV 
  = (_________)2.03 = _________  . 
 
 CFself = lnT400/(T400 - 1) 
  = slab self-attenuation correction factor 
  = ln_________/(_________ - 1) = _________  . 
 
 Note:  The value of CFself would be different if cylinder or sphere forms were used.  What 
 would these values be? 
 

6. Compute the holdup in the V-blender.  (Use the data sheets.)  What is the largest 
component of the random uncertainty in this assay?  Compute the approximate magnitude 
of the uncertainty. 

 
V.  TWO LONG PIPES 
 
 The two long, stainless steel pipes are similar to process piping used for transfer of 
solutions, solvents, powders, coolants, pressurized air, argon, and other gases.  The piping outer 
diameters are 3.5 cm and the wall thicknesses are 0.15 cm.  The pipes are mounted horizontally, 
approximately 2.5 m above the floor, and parallel.  The spacing between the pipes is 25.5 cm.  It 
is left to the student to decide on the most effective geometries for these measurements. 
 Students are encouraged to carefully examine the spectra acquired in this exercise.  What 
are the implications for the assay results obtained with these spectra?  What solutions might be 
considered? 

 
1. Before doing the holdup measurements, measure the plutonium check source.  Verify that 

the gain setting is correct.  Adjust the gain, if necessary.  Perform a bias check. 
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2. Perform a quick survey to determine the approximate distribution of material among and 
within the pipes.  Decide on measurement geometries for both background and holdup 
measurements.  Choose measurement geometries and distances that compromise between 
maintaining generalized (line source) geometries and minimizing background from the 
adjacent pipe. 

 
3. Perform background and holdup measurements.  Be sure to overlap adjacent 

measurements at the half maxima of the radial responses to assure a uniform counting 
efficiency for all locations. 

 
4. Determine the average, background-subtracted net count rate for each pipe.  Correct this 

average for attenuation by the pipe walls.  Use the data sheets.  Determine the uncertainty 
in this count rate from the variability (relative standard deviation) in the background-
subtracted net count rates for the pipe.  Is this larger than the propagated statistical 
uncertainty? 

 
5. Using the data sheets, compute the holdup for each pipe and its uncertainty. 
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APPENDIX A 

NEUTRON COINCIDENCE COUNTING 
 
A.  Introduction 
 
 Gamma-ray assays of holdup in processing equipment with thick, nonuniform metallic 
walls are subject to large uncertainties arising from large and poorly known equipment 
attenuation effects that vary with detector and deposit location.  Operations that incorporate 
equipment of this type can include casting, pressing, rolling, blending, calcining, 
hydrofluorinating, precipitating, etc.  These uncertainties also arise with common equipment 
such as pumps and valves.  The scatter in the assay results for Exercise III (gamma-ray 
measurement of holdup in the valve) is one example of this problem. 
 If the isotopic composition of the plutonium holdup deposit is known, coincidence counting 
of spontaneous-fission neutrons, produced at the rate of 2.17 neutrons per plutonium fission 
event, can be used to assay the plutonium holdup.  For most low-burnup plutonium, knowledge 
of f240, the fraction of the 240Pu isotope, the source of nearly all of the spontaneous fission 
decays for this material, is sufficient to obtain the plutonium assay.  The assay result is obtained 
from the measured count rate for coincident neutrons, R, as follows: 
 
 RK  • *mass* Pu240 =  
 
and 
 

 Pu mass* =
240 Pu mass*

f240
  ,  

 
where the calibration constant K can be determined by counting standards or by Monte Carlo 
calculations. For either approach (measurement or calculation), the calibration is specific to a 
particular detector configuration. In the calculational approach, the calibration can be applied to 
different counting geometries (different source-to-detector distances or different deposit 
geometries) because the geometry dependence of the calibration is determined by the calculation. 
The calibration that is determined strictly by measurement of a reference plutonium source 
applies only to counting geometries that are the same as the calibration measurement. 
 For most holdup measurement situations, the holdup deposits are sufficiently distributed 
and of reasonably low density that the effects of neutron multiplication can be neglected.  These 
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exercises use polyethylene-moderated 3He detectors to count thermal neutrons in coincidence.  
Because total neutron count rates are relatively low and risetimes of the AMPTEK amplifiers 
used in these detectors are short, the deadtime effects for these holdup measurement exercises 
can be neglected. 
 Detailed information on neutron detectors and on coincidence counting instruments and 
applications is given in the textbook, “Passive Nondestructive Assay of Nuclear Materials” 
(NUREG/CR-5550, LA-UR-90-732), provided with your registration materials. 
 
B.  Equipment 
 
 The neutron detector consists of three polyethylene-moderated 3He slab detectors.  The 
dimensions of two slabs are 7 cm by 27 cm by 40 cm, and each contains six 2.54-cm-diam by 
____________________________ 
*The term “mass” refers to total mass or specific mass (mass per unit length or mass per unit 
area), depending on the (source/deposit) geometry. The value and unit dimension of K will vary 
accordingly, as with the gamma-ray measurements. 
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30-cm-active length (4-atm-pressure) 3He tubes.  The dimensions of the third slab are 7 cm by 
36 cm by 40 cm, with eight 30-cm 3He tubes.  Each slab uses a single AMPTEK amplifier circuit 
mounted in the low-voltage portion of the (low-/high-voltage) junction box at one end of the 
slab. 
 The three slabs are mounted in a three-sided rectangular “collar” arrangement on a rotatable 
metal frame with a wheel base.  This is a compromise between minimized sensitivity to sample 
positioning offered by cylinder- or hexagonal-prism-shaped well counters and ease of sample 
positioning offered by a single slab detector.  In the inverted U-shaped configuration, positioning 
the detector involves rolling the collar over the equipment so that the deposit is centered 
lengthwise and left-right (for minimum position sensitivity) beneath the collar.  The vertical 
position of the slabs on the metal frame is adjustable to achieve the required clearance.  Figure 1 
is a line drawing that shows a vertical cross-sectional view of this type of collar arrangement.  
The slab detectors can be adjusted on the metal frame for optimum sensitivity for the valve (or 
blender) measurements. 
 
An alternative arrangement is used for these measurement exercises.  The collar, positioned in a 
horizontal U-shaped configuration, is mounted on a vertical lift.  In this arrangement, the valve 
can be measured with lift in the lowest position.  The vertical duct can also be measured by 
performing a vertical scan with the collar. 
 

 
 

Fig. 1.  Vertical cross-sectional view of collar arrangement. 
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 The coincidence counting electronics package contains the high-voltage power supply for 
the 3He detectors as well as the shift-register coincidence circuit.  Input to the shift register is the 
(combined) logic output from the three AMPTEK circuits.  The high voltage is set at 1680 V, 
and the coincidence gate-width is at 64 µs.  (There is no need for further adjustment of these 
settings.)  The timer automatically stops the count at the end of the (front-panel-adjustable) preset 
count time.  The LED readouts on the electronics front panel include the elapsed count time (t), 
the total neutron events (T), the accidental neutron coincidence events (A) and the real-plus-
accidental neutron coincidence events (R + A). 
 
 
C.  Point Source Calibration - Vertical Duct 
 
In the event that there is not sufficient time to perform calibration measurements with the neutron 
detector, calibration coefficients have been supplied for assaying the Vertical Duct.  To establish 
the calibration, the first step is to configure the detector so it is has an optimum geometry for 
measuring the vertical duct.  The two side slabs on the collar are adjustable.  In this case, 
optimizing the geometry means maximizing the count rate to minimize the count times.  The 
larger the separation distance between the two side slabs, the lower the counting rate will be.  To 
maximize the count rate with the collar counter around the vertical duct, the side slabs should be 
positioned close to the duct while allowing room for the detector to be raised and maneuvered 
around the duct.  Figure 2 shows the separation distance between the two side slabs that was used 
in this calibration.  The calibration data for the vertical duct assay were obtained with the lift 
raised 15 cm above the floor.  The floor reflects neutrons back into the detector, so the closer the 
detector is to the floor, the larger the effect of floor reflection is in the count rates. 
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Fig. 2.  Neutron collar calibration and measurement geometry for the vertical duct. 
 
The plutonium holdup in the vertical duct is equivalent to a line source, so it will be necessary to 
generate a calibration constant that is a function of length (g-s/cm).  The procedure used to 
generate a line calibration for the gamma-ray detector will also be used for the neutron detector.  
First, a plutonium calibration standard is centered in the detector as shown in Fig. 2.  A single 
measurement is made with the standard for a minimum of 1000 s.  This center position roughly 
matches the center of the material in the duct when the detector is around the duct.  Next a 
vertical response profile is measured with the collar detector in its current geometry using a 252Cf 
neutron source.  This is most easily accomplished by moving the source or detector vertically 
above and below the center position.  The results of the vertical response profile are shown in 
Fig. 3.  The effective length of a uniform line source is determined from the vertical response 
profile using the following equation: 
 

∑=
o

i
eff C

CSL  
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Fig. 3.  Vertical response profile for the neutron collar configured for the vertical duct measurement. 
 
where S is the distance between measurement points in the response profile (5 cm) and Ci/Co is 
the normalized coincidence response at each measurement point.  The Leff is analogous to the 
quantity L calculated in Section III-6 of the plutonium gamma-ray calibration.  Note the 
difference in the response profiles between the totals rate and the coincidence (reals) rate.  Since 
the assay is performed with the coincidence rate, the coincidence rate profile is used to calculate 
Leff.  The calibration coefficient is calculated using the formula: 
 

effnet
duct LR

mk
∗

= 240  

 
where Rnet is the background subtracted coincidence rate and m240 is the mass of 240Pu in the 
calibration standard (see Table I).  Refer to the analogous expression in section III-10 of the 
plutonium gamma-ray calibration.  The data used to calculate the vertical duct calibration 
coefficient are listed in Table I along with the calibration constant, kduct. 
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TABLE I.  Calibration Data and Coefficients for the Vertical Duct. 
Sample 

ID 
m240 
(g) 

Rnet  
(counts/s) 

Leff 
(cm) 

kduct  
(g-s/cm) 

SPH-2 0.127 0.6086 ± 0.055 29.83 6.9955e-3 
 
D.  Point Source Calibration - Valve 
 
In the event that there is not sufficient time to perform calibration measurements with the neutron 
detector, calibration coefficients have been supplied for assaying the Valve.  The first step is to 
configure the detector so that is has an optimum geometry for measuring the valve, which is 
much wider than the vertical duct.  Again, adjust the separation distance between the two side 
detector slabs so that there is just enough room for the valve to fit between the slabs.  Figure 4 
shows the separation distance between the two side slabs that was used in this calibration.  Since 
the material distribution in the valve more closely approximates a point source, the calibration is 
much simpler because only the calibration standard needs to be measured in this geometry (no 
response profile is needed).  The standard should be positioned in the detector where the bulk of 
the material in the valve will be located.  Locating the calibration standard in the detector where 
the holdup material is expected to be found will help minimize assay biases due to positioning 
effects.  The calibration standard was centered in the detector as shown in Fig. 4 with the lift in 
its lowest vertical position. The calibration coefficient was calculated using the formula: 
 

~40 cm

 cm

13.5 cm

16 cm

Side ViewTop View

Detector 
Bank

Calibration 
Standard

 
 

Fig. 4.  Neutron collar calibration and measurement geometry for the valve. 
 

net
valve R

mk 240=  

 
where Rnet is the background subtracted coincidence rate and m240 is the mass of 240Pu in the 
calibration standard (see Table I).  The data used to calculate the valve calibration coefficient are 
listed in Table II along with the calibration constant, kvalve. 
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TABLE II.  Calibration Data and Coefficient for the 
Valve. 

Sample 
ID 

m240 
(g) 

Rne 
 (counts/s) 

kvalve 
(g-s/cm) 

SPH-1 0.321 0.804 ± 0.024 0.3992 
 
E.  Assay 
 
 Once the calibrations are complete, neutron concidence assays of the valve, blender, or 
vertical duct can be performed.  Use the table below to record the count data.  Additional data 
tables are located at the end of this chapter.  When more than one measurement of R is performed 
on the equipment (repeated measurements of the value or measurements at different vertical 
positions on the duct), obtain an average value for the n measurements of R.  Propagate the 
uncertainty in the average R as: 
 

 nR
n

i
/)( 2/1

1

2
1∑

=

= σσ    . 
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NEUTRON COINCIDENCE COLLAR 240PU HOLDUP ASSAY 
DATA TABLE 

 
 
t 

(s) 

 
T 

 
R + A 

 
A 

R (a) 
σ R 
(s−1) 

 
Comment 

     ΒΚ meas. 

      

      

      

      

      

      

      

      

      
______________________________ 
(a) R = [(R + A) - A]/t  
 
 and 
 
 σR= (R + A + A)1/2/t  . 
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 Enter the values and uncertainties for R BK, the background coincidence count rate, and 
REQ, the average coincidence count rate measured with the collar positioned on the equipment 
(valve or duct), in the table below.  Compute the net (background-subtracted) count rate, RNET, 
and its uncertainty as follows: 
 
 RNET = REQ - RBK 
 
and 
 
 σRNET = (σ2REQ + σ2RBK)1/2  . 
 
 Enter these values in the table also.  Obtain the 240Pu assay value and its uncertainty as 
follows: 
 
 m 240Pu = Kn,point • R NET  ,  grams.  

 
and 
 
 σm 240Pu = m 240Pu • σ R NET/ R NET  ,  grams. 

 
 Enter these values in the table as well. 
 
 

NEUTRON COINCIDENCE COLLAR:  240Pu HOLDUP ASSAY RESULTS 
 
 

Equipment 

REQ 
(s-1) 

RBK 
(s-1) 

RNET 
(s-1) 

σRNET 
(s-1) 

m 240Pu 
(g) or (g/cm) 

σ m 240Pu 

(g) or (g/cm) 

Total 
Length 

(cm) 

Total 
Holdup,  

±σ 
(g) 

         

         

         

         

         







PAR427(c/J)8/16/99 

NEUTRON COINCIDENCE COLLAR DATA TABLE 
 
Name __________________________           Page ___ of ___ 
Date __________________________ 
 

Measurement Measurement Count Total (R+A) (A) Reals Reals Rate  
Location Position time, t Counts Counts Counts Rate Error Comment 

 (cm) (s)    (counts/s) (counts/s)  
         
         
         
         
         
         
         
         
         
         
         
         
         
         
         
         
         
         

Reals Rate = [(R+A) - (A)]/t    Reals Rate Error = sqrt[(R+A) + (A)]/t 
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Improving the Accuracy of Gamma-ray
Spectroscopic Assay of Holdup

P. A. Russo
February, 2000

I. Generalized Geometry Holdup (GGH) Assay Method
for SPECIFIC MASS OF ISOTOPE

II. Corrections for EQUIPMENT ATTENUATION

III. Corrections for FINITE SOURCE DIMENSIONS

IV. Corrections for SELF ATTENUATION

V. Computation of  TOTAL ISOTOPE MASS 
in equipment

VI. Reduction of Bias from Interference Effects

Examples are taken from applications to nondestructive 
assay of plutonium holdup.
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Gamma-ray Spectroscopy for the
Nondestructive Assay of Holdup

Advantages of -ray spectroscopy for 
holdup measurements:

o Deposit locations are defined by collimation.

o Deposits are quantified independent of 
nearby (larger or smaller) deposits.

o Measurements are shielded against room 
background.

o Identity of assay isotope is confirmed.

o Assay multiple isotopes/elements is enabled.

o Portability enables assays of (Pu) deposits   
that are not accessible to neutron detectors.
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I. Generalized Geometry Holdup (GGH)
Assay Method

(a simplifying approach to the otherwise
unmanageable complexity of variable holdup

measurement geometries)

A. Calibrate the quantitative -ray
spectroscopic assay for generalized
source geometries (point, line, area). 
Use:

• cylindrical collimation of  -ray detector.

• measured source-to-detector distance, ro.

• point reference source and rotational  
symmetry to measure calibration response.
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I. Generalized Geometry Holdup (GGH)
Assay Method

(a simplifying approach to the otherwise
unmanageable complexity of variable holdup

measurement geometries)

B. Generalize the holdup deposit geometry as 

• point (P),

• line (L), or

• area (A)

by appropriate positioning of the collimated  

detector for each holdup case.  Record the 

distance, r,  of the deposit from the detector.
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I. Generalized Geometry Holdup (GGH)
Assay Method (continued)

C. Measure and analyze the -ray  spectrum

of the holdup deposit and room background. 

D. Use the room-background-subtracted 
analyzed spectral counts (net peak area), r, 
and count time to obtain the

SPECIFIC MASS:
• g, 
• g/cm, or 
• g/cm2

for P, L or A deposit 

OF ISOTOPE 

at each measurement location.
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II. Corrections for Equipment 
Attenuation

A. Correct g, g/cm or g/cm2 for EQUIPMENT 
ATTENUATION effects to get gEQUIP, 
gEQUIP/cm or gEQUIP/cm2 for P, L or A 
deposits.

• The correction factor for EQUIPMENT 
ATTENUATION is always >1. It is obtained 
by using the formula

*CFEQUIP(Z, E) = ex , (1)

where, for a P deposit,

gEQUIP = g . CFEQUIP(Z, E) , (2)

and similarly for L and A deposits.

* Note that  is dependent on Z and on E
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II. Corrections for Equipment 
Attenuation (continued)

B. For assay of 239Pu holdup, E is usually 
414 keV, which is:

• higher energy than 186 keV E for 235U.

• quite penetrating of most equipment. 

• a reason why the equipment attenuation 
corrections may be smaller.

C. Sometimes, net room-background count 
rates require correction for EQUIPMENT 
ATTENUATION before being subtracted 
from the net count rates of the deposits.
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II. Corrections for Equipment 
Attenuation (continued)

D. Lack of knowledge of process equipment 
affects the accuracy of EQUIPMENT AT-
TENUATION corrections. 

• Equipment may not be visible. 

• Distribution of deposits on surfaces of 
complex equipment may be unknown. 
(Complexity of equipment makes it difficult 
to judge the dimension x.)

E. In recent measurements of 239Pu holdup, 
CFEQUIP(Z, 414 keV) varied:

• from a low of 1.1 (lead-lined gloves) .

• to a high of 6.2 (plates on glove-box floor). 
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III. Corrections for Finite Source
Dimensions

A. Correct gEQUIP or gEQUIP/cm for

FINITE SOURCE DIMENSIONS

to get gFIN SRC, or gFIN SRC/cm.

B. Corrections for 

FINITE SOURCE DIMENSIONS: 

• are applied to gEQUIP or gEQUIP/cm for P or L 
deposits whose area or width, is not small 
compared to the detector’s field of view at 
the deposit distance. 

• are not applied to gEQUIP/cm2 for A deposits.

• are always positive (CFs are always >1).



At this measurement distance, the
vertical pipe appears as a narrow line
in a relatively wide field of view.



At the same measurement distance, 
the larger diameter horizontal pipe 
is a significant fraction of the width 
of the field of view.



Frequently, the measurement distance 
is limited by the height of the equipment. 
For common ventilation ducts such as 
these, the duct width is always is a 
significant fraction of the width 
of the field of view.
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III. Corrections for Finite Source
Dimensions

C. Six-step procedure to correct for 

FINITE SOURCE DIMENSIONS

1.) Plot or fit the radial response data RR(x) for
the 414-keV 239Pu peak measured with the Pu
source positioned 40 cm (r0) from detector. 
“x” is displacement of source from detector 
axis.

Radial Response of JD-758 Detector
( E = 414.0 keV, R_0 = 40.0 cm )

, 08/20/1999
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III. Corrections for Finite Source
Dimensions (continued)

C. Six-step procedure …..

2.) Measure a finite source at distance r of
with dimension , d (diameter for P or
width for L). The ratio r/r0 is used to
normalize d to give 

d0 = d . (r/r0 )-1 . (3)

3.) Read (from plot) or evaluate (from fit): 

RR(d0/2), 

the normalized radial response
corresponding to: x = d0/2. 
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III. Corrections for Finite Source
Dimensions (continued)

C. Six-step procedure …..

4.) Average RR(d0/2) with 1 to get the effective
radial response, 

RREFF = [ 1 + RR(d0/2) ] / 2 , (4)

for the finite source. 

5.) Compute the 
FINITE SOURCE CORRECTION factor

• for a line deposit:

CFFIN L SRC = (RREFF)-1 . (5)

• for a point deposit P:

CFFIN P SRC = (RREFF)-2  . (6)
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III. Corrections for Finite Source
Dimensions (continued)

C. Six-step procedure …..

6.) Apply the 
FINITE SOURCE CORRECTION
to the equipment-attenuation specific mass: 

• for a P deposit
gFIN SRC = gEQUIP

. CFFIN P SRC . (7)

• for a L deposit
gFIN SRC/cm = gEQUIP/cm . CFFIN L SRC . (8)

D. This six-step procedure is automated in the 
stand-alone VB program Geometric 
Response Correction v. 1.0. It will be 
automated in v.3 of HMS3. 
(See also LA-UR-99-4442.)
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III. Corrections for Finite Source
Dimensions (continued)

E. Note that for an area deposit A:

gFIN SRC /cm2 = gEQUIP /cm2 . (9)

F. Example: Use the  414-keV  ray to measure 
239Pu in a 24-cm-wide duct viewed as a 
(wide) line at r = 80 cm. For r0 = 40 cm: 

• d0/2 = 6 cm (determined from Eq. 3). 
• RR(d0/2) = 0.75 (determined from plot). 

Therefore, the effective normalized radial 
response to deposits in the duct is

RREFF = (1 + 0.75)/2 = 0.88 .

The correction factor, which multiplies 
gEQUIP/cm for the L deposit in this example is 

CFFIN L SRC = (0.89)-1 = 1.14 .
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III. Corrections for Finite Source
Dimensions (continued)

G. In recent measurements of plutonium 
holdup, values of CFFIN SRC varied:

• from 1 (for area deposits, A, on glove-box 
surfaces) .

• to 1.25 (for line deposits, L, of powder 
accumulated in troughs on glove-box floor).



Los Alamos National Laboratory 30 Years of Nuclear Safeguards

Safeguards Science &Technology, NIS-5

IV. Corrections for Self Attenuation

A. Correct gFIN SRC , gFIN SRC /cm or gFIN SRC /cm2

for SELF-ATTENUATION to get 
gSELF, gSELF/cm or gSELF/cm2 

for P, L or A deposits. 

B. SELF-ATTENUATION corrections are:

• applied after other corrections are made.

• determined from the measured total areal 
density, (x)MEAS, of the deposit element
(in g Pu/cm2). 

• also dependent on the estimated dimension, 
d, of the deposit. (Refer to Eq. 3.)

• always positive (CFs are always >1).
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IV. Corrections for Self Attenuation (cont.)

B2. Self Attenuation correction equations. 

1. The correction factor for self attenuation is 
defined as

CFSELF = (x) / (x)MEAS

2. The correction factor is modeled after the slab
correction factor for self attenuation.

CFSELF =                (x)
1 - exp[- (x)]

or

(x)    =                (x)
(x)MEAS 1 - exp[- (x)]

This image cannot currently be displayed.
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IV. Corrections for Self Attenuation (cont.)

B2. Self Attenuation correction equations. 

3. Solving this equation for (x), gives an
equation where the true areal density can be
calculated as a function of the measured areal
density.

(x)   =   -ln[1- (x)MEAS.]


This image cannot currently be displayed.
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IV. Corrections for Self Attenuation (cont.)

C. Five-step procedure to correct for 
SELF-ATTENUATION.

1. Convert specific isotope mass to specific 
element mass using the isotope fraction 
(for this example, the 239Pu enrichment), . 

• Point deposit: 
gFIN SRC E = gFIN SRC  /  . 

• Line deposit: 
gFIN SRC E /cm = [gFIN SRC  /cm] /  .

• Area deposit:
gFIN SRC E /cm2 = [gFIN SRC  /cm2] /  .
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IV. Corrections for Self Attenuation (cont.)

C. Five-step procedure ….

2. Convert the specific element mass to the 
measured areal density (x)MEAS, in g/cm2. 

• Point deposit: 
(x)MEAS =  (gFIN SRC E ) / a
where a is the estimated cross-sectional area of 
the point deposit (a = (d/2)2 , in cm2) .

• Line deposit: 
(x)MEAS = (gFIN SRC E /cm) / w
where w is the the estimated width of the 
line deposit (w = d, in cm) .

• Area deposit:
(x)MEAS = (gFIN SRC E /cm2) .
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IV. Corrections for Self Attenuation (cont.)

C. Five-step procedure ….

3. Use the relationship

ln[1 - (x)MEAS ] =  (x) (10)

to obtain the true 
areal density (x) 
from the measured 
value (x)MEAS and 
the known .
NOTE: The true areal
density x cannot be 
determined if the 
measured value is 

so large that (x)MEAS

approaches 1. Holdup 
deposits normally do 
not approach infinite 
thickness, but 
procedures must
address this possibility.

True vs. measured x (g Pu / cm2) 
calculated from Eq. 10 for Pu metal.

Pu metal
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IV. Corrections for Self Attenuation (cont.)

C. Five-step procedure ….

4. Using (x), determine the specific element 
mass, corrected for SELF-ATTENUATION. 

• Point deposit:
gSELF E = a . (x)

• Line deposit:
gSELF E /cm = w . (x)

• Area deposit:
gSELF E /cm2 = (x)

Note that the SELF-ATTENUATION 
correction factor, CFSELF, is the ratio 
(x) / (x)MEAS.
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IV. Corrections for Self Attenuation (cont.)

C. Five-step procedure ….

5. Convert the self-attenuation corrected
specific element mass to specific mass of the 
isotope. 

•Point deposit:
gSELF  = . . gSELF E 

• Line deposit:
gSELF  /cm = . . gSELF E /cm 

• Area deposit:
gSELF  /cm2 = . . gSELF E /cm2
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IV. Corrections for Self Attenuation (cont.)

D. This five-step procedure is automated in the 
stand-alone VB program Self Attenuation 
Correction v. 1.0. It will be automated in v.3 
of HMS3. (See also LA-UR-99-4442.)

E. In recent measurements of 239Pu holdup 
using the 414-keV gamma-ray, the value
of CFSELF determined by the ratio 
(x) / (x)MEAS was as large as 1.11 for 
powder deposits on the glove box floor.
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V. Computation of Total Isotope Mass in
Equipment

A. For each piece of equipment: 

• obtain the average value of the
corrected SPECIFIC MASS 
(gSELF, AVG/cm or gSELF, AVG/cm2) 
for L or A deposits. 

• convert to SPECIFIC MASS to 
ISOTOPE MASS  by multiplying
by  the equipment dimension
(length in cm for L or area in cm2 for A).

B. To obtain the ELEMENT MASS from 
the ISOTOPE MASS, divide by the isotope 
fraction .
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VI. Reduction of Bias from Interference 
Effects

A. Detector origins of bias in assay of plutonium
(PERFORMANCE)
1. Energy resolution ( FWHM )

Detectors with improved energy resolution will 
contribute to reductions in bias of spectroscopic 

assays.     (e.g., coplanar-grid CdZnTe, etc.)

2. Peak shape ( FWTM / FWHM )
Detectors with improved peak shape will 
contribute to reductions in bias of spectroscopic 
assays. (Peak shapes vary for CdZnTe detectors.)

NaI(Tl) and Replacement CPG CdZnTe Detectors: Comparison Data

Compact Room-Temperature Compact Replacement: CPG CdZnTe
Gamma-ray Detector NaI(Tl) July September

Detector 1997 1998

122 keV* %FWHM 14.5 16.9 6.2
FWTM/FWHM 1.9 1.9 1.9

662 keV** %FWHM 8.0 3.6 2.8
FWTM/FWHM 1.8 2.1 2.2

% Relative Efficiency 122 keV 100 40 40
(CdZnTe / NaI) 662 keV 100 30 30
Crystal shape Cylindrical Rectangular Rectangular

Crystal cross-sectional area, cm
2 

5.1 2.3 2.3
Crystal depth, cm 5.1 1.5 1.5

*  benchmark gamma ray for assay of 
235

U

** benchmark gamma ray for assay of 
239

Pu
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VI. Reduction of Bias from Interference 
Effects (continued)

B. Spectral origins of bias in assay of plutonium
(INTERFERENCE)

1. Peaks (mostly lower in energy) not 
originating from 239Pu
The effects of gamma ray peaks from 241Pu-237U 
(332 keV) and 241Am (323-335 keV) are expected 
to cause a positive bias in the holdup assay.

2. Variable Compton continuum from higher
energy peaks

The effects of choosing background regions with  
non-representative Compton continuum are 
expected to cause a positive bias in the holdup 
assay. 
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VI. Reduction of Bias from Interference 
Effects (continued)

C. Detector origins of bias in plutonium assay
(PERFORMANCE: conclusion)

1. Energy resolution ( FWHM )
A significant reduction in bias from interference 
effects is observed with the coplanar-grid CdZnTe
detector compared to NaI.

2. Peak shape ( FWTM / FWHM )
Benefits of a minimized FWTM/FWTM ratio are 
demonstrated by comparing coplanar-grid CdZnTe 
detectors with different peak shapes. 

D. Spectrum origins of bias in 239Pu assay
(INTERFERENCE: conclusion)
1. Lower-energy peaks not from 239Pu
The effects of gamma rays from 241Pu-237U (332 keV) 
and 241Am (323, 332 and 335 keV) are demonstrated.

2. Variable Compton continuum from higher 
energy peaks

The effects of choosing background regions with non-
representative Compton continuum are demonstrated. 
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Introduction

 Goal: Quantitative mass determination via gamma ray spectroscopy

 Calibration with certified gamma sources have long been the preferred 
method for the absolute efficiency estimation of a counting system.

 Often not possible to obtain a physical source that would represent the actual counting 
geometry.

 Sources can be expensive to obtain, maintain (licensing, staffing, security), and also to 
remove from service.

 Mathematical modeling can be a reasonable alternative.

 Can be ‘exactly’ fitted to a particular measurement scenario.

 Given accurate geometry dimensions, efficiency calibrations can then produce results with 
uncertainties ranging from 4% at energies above 300 keV to 15% at 10 keV for arbitrary 
measurement problems (i.e. not just point source on axis)

 Can be rapidly adjusted, if necessary, to optimize performance

 In some cases parameters of the counting geometry may not be well 
known, thus increasing the uncertainty.

 Safeguards measurements

 Waste measurements

 Post-accident measurements, spills etc.
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Traditional Definition of Efficiency

 Gamma-ray spectroscopy can be used for both identification 
and quantification of materials

energy calibration

efficiency calibration

 Efficiency is defined as the detector’s observed (seen) net peak 
area count rate divided by the expected gamma emission rate 
for that gamma energy

Slide adapted from talk by A. Solodov, ORNL, 
“Canberra ISOCS Basics and Operations”, 
June 2010
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ISOCS: A Generalized Efficiency Computation Method

»Efficiency of detection system will 
be different for each scenario shown 
below due to

»Varying geometry

»Varying attenuating materials

»Self-attenuation within item

» Intrinsic efficiency of detector
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What is ISOCS?

 “ISOCS” stands for “In Situ Object Counting System”.

 ISOCS uses mathematical techniques to compute the response 
of gamma ray detectors (HPGe HRGS, and Scintillators) for a 
wide variety of source shapes and sizes.

Can determine detection efficiency of the measurement system 
without the use of radioactive materials based on 

 Factory characterization of the specific detector’s point response in 
free space over a range from contact with the end cap (EC) up to 500 
meters, and over an energy range of 10 keV – 7000 keV.

 Modeling of the measurement geometry, item properties, etc.

 It is a ray tracing approach overlaid on the detector map

Using this detection efficiency, one can quantify the mass and/or 
activity of radioactive or nuclear material being measured

 Integrated with GENIE and all of the Canberra spectroscopy tools
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In-Situ Object Counting System (ISOCS)

 Mathematical modeling of a physical 
geometry for the “accurate” determination 
of full-energy gamma-ray peak efficiency 
response in a characterized detector.

 Volumetric sources, attenuating materials, 

and collimators are modeled.

 Efficiency calculated based results from 

the modeling of the scenario and factory 

characterization of the detector.

source volume

generic attenuators 1 & 2

sample 
container

source attenuation 
correction pathway

collimator attenuation 
correction pathways

collimator

detector

point sources
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For example (Kevin Meyer, Canberra)
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First characterize the detector

Point source Am-241 & Eu-152 @ 0, 90, 135 deg.  

 Mix gamma glass fiber filter on end cap
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Detector Characterization
 Detailed MCNP model of the detector is created

About 30 dimensional parameters

Initially populated by manufacturing dimensions

 Efficiency for each of the 8 source geometries computed

Compared to measured efficiency

MCNP model key parameters adjusted so efficiency matches 
measured

 Diameter, height, set back, dead layer [front, side, back]

Slide  adapted from talk by A. Solodov, 
ORNL, “Canberra ISOCS Basics and 
Operations”, June 2010
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ISOCS Efficiency Calibration

 ISOCS is system.  Its more than just software

 One can use nominal detector characterizations

Larger uncertainties

 But for absolute work the detector is first fully characterized

 ISOCS software then provides a user-interface to an engine that 
evaluates the numerical integral

The user creates a geometry around the detector using templates

Defines the energies at which the efficiency is determined

The radioactivity is placed by the software at the center of “voxels” 

The efficiency for the voxel is obtained from the lookup table 
modified by attenuation of the intervening materials including the 
collimator

The software increases the number of voxels to ensure 
convergence
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ISOCS Templates:
 Wide variety of sample shapes
 Multiple adjustable parameters 

for each sample shape
 Multiple sources & locations 

within each sample shape
 Sample sizes from points to 

VERY large
 Any location within 500 meter 

radius of detector
 Any line energy from 10 - 7000 

keV
 Collimators, both cylindrical and 

rectangular
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Next enter sample  and geometry description

 Efficiency 
calculations 
performed in few 
seconds

 Accurate at all 
distances

At the endcap for 
samples (true 
coincidence 
corrections can 
be applied)

At 500m for really 
hot items

 Accurate in all 
directions
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Condition Rel % SD
Laboratory Geometries
    50 - 100 keV 7.1
    100 - 400 keV 6
    400 - 7000 keV 4.3
Field Geometries
    50 - 100 keV 10.6
    100 - 400 keV 7.5
    400 - 7000 keV 4.4
Collimated Geometries same as field

Condition Rel % SD
Laboratory Geometries
    50 - 100 keV 7.1
    100 - 400 keV 6
    400 - 7000 keV 4.3
Field Geometries
    50 - 100 keV 10.6
    100 - 400 keV 7.5
    400 - 7000 keV 4.4
Collimated Geometries same as field

Recommended calibration uncertainty values when using 
ISOCS/LabSOCS for calibrations

 These values derived from 125 separate inter-comparisons between 
ISOCS/LabSOCS efficiency and a reference efficiency.

 This document is supplied with each detector
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Hardware Configuration

 ISOCS is traditionally used with HPGe detector

Factory characterized (specific characterization)

Regular detector (generic characterization)

 NaI and LaBr3 detector characterizations are also available

Multi-channel analyzer

 Computer with Genie-2000 software

Slide from talk by A. Solodov, ORNL, 
“Canberra ISOCS Basics and Operations”, 
June 2010
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ISOCS Applications

 Variety of applications where no calibration standard is 
available or practical to use

bulk material in container and items

waste characterization

holdup

many others…

Slide taken from talk by A. Solodov, ORNL, 
“Canberra ISOCS Basics and Operations”, 
June 2010
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How certain are you of the reported 
uncertainty of your result ?  

 Common items affecting uncertainty of the final result 

Counting statistics

 Many papers and Standards on how to do this

Calibration uncertainty

 Commonly ignored or guessed

 Difficult to have perfect calibrations for real-world 
environmental and D&D measurements

- True for both lab and in-situ

 Calibrations will be wrong if measurement isn’t like reference

- Density, Z, wall thickness, distance, uniformity, ….

Sampling error

 Commonly ignored

 Even if lab measurement is perfect, if the sample measured 
isn’t truly representative, then the final result is uncertain.

 Now have tool to estimate uncertainty for gamma spectroscopy 
and to compare it to sampling uncertainty
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ISOCS Uncertainty Estimator

ISOCS Probabilistic Uncertainty Estimator  - IUE

 Allows user to estimate uncertainty in the calibration process 
when the parameters in the model are not well known

Sensitivity mode to tell user most important parameters

Uncertainty mode for total calibration uncertainty

 Propagates with efficiency uncertainty into Genie

 A “sampling” mode to simulate the uncertainty from 
extracting a “representative” sample for laboratory analysis

 Use in conjunction with taking multiple shots of the item

 The Advance ISOCS engine developed for the IAEA was 
motivated by desire to get a self-consistent model
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Probabilistic ISOCS Uncertainty Estimator - 1 
 Use standard ISOCS in normal 

mode to compute the efficiency 
using your best estimate of all 
parameters

 Select that file here which 
populates all “normal” parameters

Data from ISOCS 
file
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Probabilistic ISOCS Uncertainty Estimator - 2
 For each NWK parameter determine the range of variation and the shape 

that best describes the variation and enter in the software

 E.g. Item 6 Density

 Range 1.2 – 1.4 and those values represent +/- 1std dev limits

 Distribution Functions - weighting factors for random number generator

Uniform   Triangular     68%CL        95%CL        99%CL       Radius2

V
al

u
e1

V
al

u
e2
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In-Situ Uncertainty Analysis Example

Uncertainty analysis results for drum

Variable
95% CL
at 60 keV

95% CL
at 1001 keV

All items variable 
as per example

36% 20%

Density well 
known, all other 
items variable

30% 14%

Density and 
container wall well 
known, all other 
items variable

16% 14%

200 liter drums containing soil
 Drum diameter +/- 1cm maximum

 Drum height +/- 1cm maximum

 Drum wall thickness +/- 20% maximum

 Soil composition
 Normal soil 50% of drums

 Sand 25% of drums

 Soil + Humus 25% of drums

 Fill height  70-90% full

 Density via weight 450-750 lbs 95% of time

 Detector distance 90 – 110 cm

 Detector height from ground 16 – 36 cm

 8 variable, which matter for Am-241 and U-238?

density

Soil – 50%

Sand – 25%

Soil+Veg – 25%
CANBERRA

Sensitivity analysis results for 200 l drum

Variable % at 60 keV % at 1001

Drum diameter + 2   - 2 + 2   - 2

Drum height 0 0

Drum wall thick + 29   - 29 + 2   - 2

Sample height + 3   - 3 + 1   - 1

Sample density + 39   - 28 + 31   - 20

Sample comp’n + 9   - 6 + 1   - 1

Detector distance + 18   - 14 + 18   - 15

Detector height + 0   - 4 + 0   - 2
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Probabilistic ISOCS Uncertainty Estimator - 4

Special IUE Features for some ISOCS templates

 Non-uniform radioactivity – Hot Spots

 For complex cylinder, complex box, complex pipe [new] templates

 Can add multiple hotspots

 Variable items in IUE

 Number of hotspots

 Size, material, density, relative concentration – like all other items

 Location – specified limits or anywhere in matrix

 Rotating sample

 For above templates with hotspots

 Simulates various waste assay systems

 Multiple detectors

 Front, sides, back placement options

 Scanning detectors

 All of the above can be done simultaneously, if you are patient

 Most useful as a planning and investigation tool

CANBERRA

CANBERRA

CANBERRA
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Investigation Analysis Example

Optimization of counting geometry
 Large number of 200 liter drums filled with soil

 Radioactivity known from field measurements to be 
in grapefruit-sized lumps of soil

 Rest of soil likely to be clean

 Fewer than 20 contaminated lumps per drum

 Rest of parameters assumed to be well known

 What is the optimum measurement situation with 
respect to total uncertainty and counting time?

CANBERRA CANBERRA CANBERRA
CANBERRACANBERRA

Detector at 20cm       drum rotated 180d middle of count        detector scanned       detector scan, drum rotate

 Same as above but with detector at 100 cm

 What if 1-5 hotspots per drum?       What if 10-20 hotspots per drum?
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Investigation Analysis Example
Optimization of counting geometry - Results

Observations

 Higher energies have lower SD

 100cm detector distances has lower 
SD

 100cm distance has 2-4x lower 
efficiency – longer count times or 
higher MDAs

 Rotating drum 180d in middle of 
count helps considerably without 
much cost – or use two detectors

 Scanning doesn’t help much and 
adds cost

 Rotating drum is most beneficial, but 
adds cost

 More hotspots makes lower SD

 Going from 10-20 hotspots is 
essentially a uniform distribution

 Hotspot errors similar to others

 Could justify a simple [20cm close] 
geometry for initial count and if 
[result] x [sdG] > [limit], then recount 
with more precise method

Arithmetic vs Geometric SD
 50% sdA ~ 1.5 sdG

 Attenuation is exponential, and skews data [log-normal], 
therefore sdG more representative

 Use sdG when the two are significantly different

 Most software and regulations don’t like sdG

Uncertainty for 200 Liter Drum with Hotspots
60 keV 1000 keV

distance motion hotspots %sdA sdG %sdA sdG
20cm stationary 1-5 256 28.00 81 2.44

20cm scanning 1-5 300 27.00 93 2.50

100cm stationary 1-5 184 18.50 60 2.02

20cm rotate 180deg 1-5 167 6.33 43 1.49

100cm rotate 180deg 1-5 115 3.94 25 1.28

20cm rotating 1-5 88 2.80 22 1.24

20cm scan+rotate 1-5 85 3.24 24 1.27

100cm rotating 1-5 89 3.30 23 1.26

20cm stationary 10-20 71 2.10 20 1.23

20cm scanning 10-20 70 2.31 22 1.25

100cm stationary 10-20 48 1.73 15 1.17

20cm rotate 180deg 10-20 46 1.63 11 1.12

100cm rotate 180deg 10-20 37 1.50 8 1.09

20cm rotating 10-20 30 1.40 8 1.08

20cm scan+rotate 10-20 28 1.36 8 1.08

100cm rotating 10-20 20 1.24 5 1.05

+ - × ÷ + - × ÷
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Calibration error vs. Sampling error example

 You have a specimen to analyze that is known to be non-
uniform in radioactivity.

 Given a choice – which is better

Measuring the total sample in an imperfect manner ?

Measuring an aliquot of the sample in a perfect manner ?
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IUE Aliquot 
Extraction Operation
 IUE operation completed

 Sampling method

 Core [cylindrical]

 Grab [spherical]

 Sample size

 Samples per item

 Compositing assumed

 Extracts samples from each 
model defined in IUE

 Computes ratio of 
radioactivity in aliquot to 
activity in original item

 Computes mean [bias] and 
SD [sampling uncertainty]

 arithmetic, geometric
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200 liter drum – In-toto vs. 
Sampling

 Same drum situation as shown 
earlier

 Sampling better when large 
mass made up of many  sub 
samples

 When rotating, in-toto better 
unless take 10 kg of sample in 
20-50 subsamples 

× ÷+ -× ÷+ -

1.0551.242010-20rotating100cm

1.0881.362810-20scan+rotate20cm

1.0881.403010-20rotating20cm

1.0981.503710-20rotate 180deg100cm

1.12111.634610-20rotate 180deg20cm

1.17151.734810-20stationary100cm

1.25222.317010-20scanning20cm

1.23202.107110-20stationary20cm

1.26233.30891-5rotating100cm

1.27243.24851-5scan+rotate20cm

1.24222.80881-5rotating20cm

1.28253.941151-5rotate 180deg100cm

1.49436.331671-5rotate 180deg20cm

2.026018.501841-5stationary100cm

2.509327.003001-5scanning20cm

2.448128.002561-5stationary20cm
sdG%sdAsdG%sdAhotspotsmotiondistance

1000 keV60 keV
Uncertainty for 200 Liter Drum with Hotspots

× ÷+ -× ÷+ -

1.0551.242010-20rotating100cm

1.0881.362810-20scan+rotate20cm

1.0881.403010-20rotating20cm

1.0981.503710-20rotate 180deg100cm

1.12111.634610-20rotate 180deg20cm

1.17151.734810-20stationary100cm

1.25222.317010-20scanning20cm

1.23202.107110-20stationary20cm

1.26233.30891-5rotating100cm

1.27243.24851-5scan+rotate20cm

1.24222.80881-5rotating20cm

1.28253.941151-5rotate 180deg100cm

1.49436.331671-5rotate 180deg20cm

2.026018.501841-5stationary100cm

2.509327.003001-5scanning20cm

2.448128.002561-5stationary20cm
sdG%sdAsdG%sdAhotspotsmotiondistance

1000 keV60 keV
Uncertainty for 200 Liter Drum with Hotspots

Sampling Uncertainty - 200 liter container

1

10

100

1000

0.1 1 10 100 1000

Mass of sample [kg]

%
 s

am
p

li
n

g
 u

n
ce

rt
ai

n
ty

1-5 HS  2cm dia, variable
number of sub-samples

10-20 HS 2cm dia, variable
number of sub-samples

10-20 HS, 1 sub-sample,
variable diameter

Sampling Uncertainty vs. # of sub-samples

1

10

100

1000

1 10 100 1000

Number of sub-samples to make total sample

%
 s

a
m

p
li

n
g

 u
n

c
e

rt
a

in
ty

10 kg total, 10-20 HS

1 kg total, 10-20 HS

10 kg total, 1-5 HS
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Example – laboratory assay 
of contamination in soil

 Sample received   10cc   100cc   1000cc   10000cc 

 Radioactive particles per sample

1     3     10     30     100     300     1000

 Particles very small

 “Counted” whole sample at contact on Ge detector

Computed mean and SD of large number of models to 
determine calibration error

 Extracted 10 gram aliquot for “perfect” assay

Computed mean and SD of large number of models to 
determine sampling error

»Which method is better ???
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So - Which is better ?

 Calibration SD always smaller than Sampling SD for 
this experiment.

 At 0.1 particles/cc [6 particles per sample average] 
>50% of aliquots have ZERO radioactivity !!

Figure 4  % lab samples without radioactivity in 10g 
aliquot
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Figure 5  Comparison of InToto and Sampling
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Systems applications
Calibrate any Ge detector for most any type of counter

 Gamma waste assay systems

 Liquid coolant/effluent monitoring systems

 Gaseous or Stack monitoring systems

 Post Accident Sampling Systems [PASS]

 Calibrations generally lower in cost and 
more accurate than source calibrations
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• A whole measurement of the 
glove box (when it is possible)

• Collimated measurement of the 
zone with potential or known Pu 
hold up

• For each measurement  

• Determine the isotopic 
composition of Pu 

• Build the ISOCS geometry 

• Determine the mass of Pu

Marcoule Examples
Pu Hold Up with ISOCS system
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Many vary difficult items to assay and sample
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Test to see how well ISOCS can model 3x5x16 detector

Finding optimum cylinder Source

 1m radius

 1m distance

 100,  500,  2000 keV

 Determine cylinder diameter and thickness that 
has same efficiency as rectangular detector

 26.3 cm dia x 6.9 cm thick

 vs. 12.5 cm x 40cm x 7.5cm thick

Cylinder / Rectangular efficiency ratio

0.98

0.99

1.00

1.01

1.02

10 100 1000 10000
E, kev

E
ff

ic
ie

n
cy

 R
at

io

Z
Y

X
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Ratio Cylindrical/Rectangular Efficiency
tested from 0° to 90 degrees

found that if >10cm and <45deg accuracy within 
20% 100-2000 keV

0 1 2 3 4 5

Log(R, mm)

PE(cyl)/PE(rect) in 0 degrees cross-section;  E = 2000 keV

1

2

3

4

Lo
g(

H
, m

m
)

0 1 2 3 4 5

Log(R, mm)

PE(cyl)/PE(rect) in 0 degrees cross-section;  E = 100 keV
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0 1 2 3 4 5

Log(R, mm)

PE(cyl)/PE(rect) in 0 degrees cross-section;  E = 500 keV
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3

4
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H
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m
)

100 keV

2000 keV

500 keV

Rect NaI 
size
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Radial 
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0.8-1.2
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Box Segmented Gamma Scanner (BSGS)

 ISOCS used to calibrate standard Box counters for matrix 
and to build a justifiable Total Matrix Uncertainty

 NDA2000 used to allow automatic interpolation between 
multiple calibrations
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The folder contains more information

 Thank you
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Room Holdup Measurements

Duc Vo

China Center of Excellence Nondestructive Assay 
Training Course

Los Alamos National Laboratory 
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Operated by Los Alamos National Security, LLC for NNSA

LA-UR-09-07933

What is Holdup material?

 It is the residual radioactive material remaining after the 
bulk of the material has been removed.

 It normally is present inside the pipes and ducts, air filters, 
machineries, storage containers, etc…

 Standard techniques of holdup measurements of point, 
line, or area source can be used to measure these typical 
holdup materials.
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Operated by Los Alamos National Security, LLC for NNSA

LA-UR-09-07933

Difficult Holdup

 For some situations, the standard holdup techniques do 
not work well.
 Large facility

 Facility has penetrating peaks from the background that can 
interfere with the measured peaks

 The holdup material is present (or not present) unevenly 
throughout the room or facility

 Quantification of dispersed contamination

 Need different, non-standard holdup technique 
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Operated by Los Alamos National Security, LLC for NNSA

LA-UR-09-07933

What is Room Holdup Measurement?

 It is a new technique that use a non-shielded portable HPGe detector 
to measure the  activity of the holdup in a room.

 It can measure any radionuclides that have measurable gamma rays.

 It uses many peaks from a single or multiple radionuclides in the 
measurement
 Pu-239: 129, 203, 345, 375, 414, 452, 646, 769 keV peaks

 It can measure many radionuclides at one time

 It does not require background subtraction
 Unless the measured gamma rays of a radionuclide are also present in 

the background radiation (such as those of thorium isotopes)

 Gamma rays from sources at other locations in the same room are not 
consider background.
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Operated by Los Alamos National Security, LLC for NNSA

LA-UR-09-07933

When to use Room Holdup measurements?

 The standard holdup techniques are ineffective

 Only a rough estimation of the total nuclear material in a 
room or facility is required

 Quick measurements of a room or facility to verify that it is 
clean or the radioactive activity is insignificant or below a 
certain level

 When precision can be sacrificed for reduced 
measurement time

 When the location(s) of holdup are unknown
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Operated by Los Alamos National Security, LLC for NNSA

LA-UR-09-07933

Principle of the room holdup technique

S1 S2

D1 D2

12

11

21
22

2
122

2
1111 //

1211
rRrRR SSD   

2
222

2
2112 //

2221
rRrRR SSD   

 Two sources at locations S1 & S2

 Two spectra are acquired at 
locations D1 & D2.

 The equations for the peak rates 
(of a peak) measured at the 2 
locations D1 & D2 are

 The peak rates emitted by the 2 sources at locations S1
& S2 can be calculated.
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Operated by Los Alamos National Security, LLC for NNSA

LA-UR-09-07933

Activity Calculation

 i denotes the detector positions of different measurements,
 j denotes the assumed point source positions, 
 Rj is the rate of the gamma ray emitted by the point source at 

position j, 
 Ri,j is the peak rate in the detector at position i from source j, 
 ri,j is the distance between the detector at position i and source j,
  is the detector angular efficiency at 1 m.

2
,, / ji

j
j

j
jii rRRR   

 Arbitrarily assume that all the activities of the radionuclides are 
distributed in some way in the ductwork or on the wall, floor, 
and ceiling of a room. 

 The gamma rate Ri measured by the detector at position i is
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Operated by Los Alamos National Security, LLC for NNSA

LA-UR-09-07933

Activity Calculation cont.

 For n number of measurements in the room, there will be 
n equations that need to be solved simultaneously to 
obtain Rj, the rate of the gamma ray emitted by the point 
source at position j

 The total activity of a radionuclide is then

 R is the rate of the gamma ray in the room 

 Br is the branching ratio of the peak 


j

jR
BrBr

R
A

1
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Operated by Los Alamos National Security, LLC for NNSA

LA-UR-09-07933

Angular Efficiency Calculation 

 The angular efficiencies of the detector can be measured 
using standard calibration sources. The 228Th source, 
which has three major gamma rays at 238.6, 583.2, and 
2614.5 keV, is a good source to use.

 From the efficiencies of these three gamma rays, the 
efficiency of any other gamma rays can be calculated 
from about 150 keV up to 3 MeV by interpolation or 
extrapolation.

 For efficiency below 150 keV, additional 228Th peaks in 
the X-ray region or a second standard can be used.

 The angular efficiency is measured at 15-degree intervals 
along the horizontal, vertical, and diagonal planes with 
respect to the horizontally sitting detector to obtain the 4-
geometry efficiency. 
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Operated by Los Alamos National Security, LLC for NNSA

LA-UR-09-07933

Angular Efficiency of the Ortec Detective SN258
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Angular Efficiency: Polar plot

 Polar plot makes it 
easy to visualize the 
magnitude of the 
efficiency at different 
angles. 

Detective 258 relative angular efficiency

0.0 0.2 0.4 0.6 0.8 1.0

0.0

0.2

0.4

0.6

0.8

1.0

0.00.20.40.60.81.0

0.0

0.2

0.4

0.6

0.8

1.0

0

30

60

90

120

150

180

210

240

270

300

330

239 keV
583 keV
2615 keV



Slide 12

Operated by Los Alamos National Security, LLC for NNSA

LA-UR-09-07933

Attenuation Corrections 

 Because the chemical and physical configurations of the 
radionuclides are generally not known, correction for self-
absorption cannot be made. 

 Given that the material is in the form of holdup and 
contamination, the self-absorption effects should be small.

 The assumption is that all the absorption comes from an 
external absorber.

 The external attenuation can be estimated using the 
results of the multiple peaks of a nuclide. 
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Attenuation correction calculation

 x is the absorber thickness,

 Ti is the transmission probability of the gamma ray i passing 
through the absorber,

 Ai is the activity of the isotope measured by the gamma ray i , 

 i is the attenuation coefficient of the absorber (assumed to be 
iron) at the energy of the gamma ray i, 

 gamma rays 1 and 2 are from the same isotope. 

 The  true activity measured by a gamma ray is then

Atrue = Ameasexp(x)

 The equation for the absorber thickness is

   
12

12

12

12 lnln

 





AATT
x
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How are the measurements done?

 Many spectra are measured at various positions in a room 
(at about 6-12 ft interval). The detector may be (but not 
necessary) pointed at where the radioactive material is 
thought to be present.

 The peak areas are then obtained from the spectra.

 The locations of the holdup are assumed to be 
somewhere in the room.

 From the peak intensities measured at various locations 
and the assumed source locations, the activities at 
individual locations and total activity of the radionuclide 
can be calculated.
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Measurements

 How to optimize the measurements?
 More measurements near source locations and less at locations far away 

from sources.
 In general, regularly spaced measurements would be reasonable and 

would simplify the calculations.

 What direction should the detector be pointed?
 For the best results, the detector should point in the direction where the 

peak rate is most intense.
 In practice, it is easier to setup the equations and to calculate the activity 

if the detector is pointed upward (in the Z direction) or horizontally (in 
either the X or Y direction). 

 It is also easier to acquire data with the detector points in either the X, Y, 
Z direction.

 Where should the initial source locations be assigned?
 At locations where the presence of nuclear material is known.
 At roughly evenly distributed locations around a room.
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Example – CMR Wing 4, room 4066

 The black circles represent the 
detector positions. 

 The detector is pointing upward 
in the z direction. 

 The detector crystal was 1.25 m 
above the floor. 

 The sources are initially 
assumed to be at locations 1–12 
(red squares)
 Positions 1–4 are located on the 

ceiling
 Positions 5–8 are located on the 

floor
 Positions 9–12 are placed on 

the four walls at the midpoints 
of the walls—1.6 m above the 
floor

 

2,6 

10

1,5 

3,7 4,8 

9 

12

14 11 13

R4066 

7.4 m

5.6 m

After initial analysis, 2 more 
sources are added at positions 13 
and 14 (also 1.6 m in the z direction)
Some sources may also be 
allowed to vary their positions
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Room Holdup Measurements 
 
 

Purpose: To introduce the students to the Room Holdup Measurement technique using a portable 
HPGe detector.  
 
Target group: Experienced Safeguards Practitioners who must perform or evaluate gamma ray 
assay or holdup measurements or who oversee safeguards operations that involve such 
measurements. 
 
Lesson Plan: Duc Vo, LANL, December 2009. 
 
 
 

GOALS AND OBJECTIVES 
 
The students will become familiar with the Room Holdup Measurement technique and 
understand its limitation and challenges. 
 
 
After completion of this module, the students should be able to: 
 
1. Measure the total holdup in a room. 

2. Determine where in the room are the gamma ray emitting radionuclide and quantify gram 
quantities. 

3. Understand the principle of the technique and understand under what conditions the 
technique is applicable or not applicable.  
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INTRODUCTION 
 
Room holdup is a new technique that uses a non-shielded portable HPGe detector to measure the 
activity of the holdup in a room. It can measure any radionuclides that have measurable gamma 
rays. It uses many peaks from single or multiple radionuclides in the measurement. It is best to 
be used when the traditional holdup measurements are ineffective, inefficient, or when quick 
measurements of a room or facility are needed to verify that the radioactive activity is below a 
certain level. 
 
The most important component of the room holdup measurement system is the detector. The 
detector would need to have good resolution to accurately resolve the peaks. This means using a 
High Purity Germanium (HPGe) detector. The detector would also need to be portable so that it 
can be easily moved from place to place. The most appropriate detector system for this task 
currently is the Detective (or one of the Detective family) made by Ortec. Unlike the portable 
HPGe detectors using small dewars of liquid nitrogen (LN2), the Detective is mechanically 
cooled so there is no LN2 to worry about spilling when moving the detector from place to place 
or pointing the detector at various angles to achieve the desired measurements. The Detective 
also has built-in data acquisition electronics and internal memory and can be operated without 
the controlling computer. Its internal memory can store 48 spectra so it can be easily brought to 
the field to do measurements for an extended period of time and then brought back to the lab or 
office to download the spectra to the computer for analysis. 
 
Another very important aspect of the measurement technique is the angular efficiencies of the 
detector. They must be accurately determined. While the angular efficiencies have already been 
determined for the detectors that are to be used in this exercise, it is important to learn how to 
accurately determine the angular efficiency for a given detector system. Interested students can 
try to measure the angular efficiencies of their own detectors at their institutions using the 
procedure described in Ref [1]. For this laboratory, the angular efficiencies are given (in bright 
blue color in the excel spread sheets). 
 
PROCEDURE 
 
Room C154 contains several plutonium sources in various places. The students are to use the 
Detective to measure the radiation in the room to determine the total 239Pu mass and possibly the 
locations where the holdup materials are and 239Pu mass at each location. Together with the 
isotopic information (calculated using a separate isotopic software code not part of this exercise) 
the total plutonium mass is measured. 
 
A. Room dimensions  

 Roughly sketch the dimensions of the room and note the possible locations that may 
contain holdup material.  

 Decide the locations to be measured. It is suggested that the measurements would be 
about 5 ft from the wall and 10 ft from each other. For a room this size, this would lead to 
3 rows with 5 measurements for each row for a total of 15 measurements. Mark the 
locations to be measured in the included room map.  
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B. Measurements 
The Detective should be cold with correct energy calibration and is ready for use. 
 

1. Clear the old spectra in the Detective's memory 
 Press "Menu" on the Detective's keypad. 
 Select "1-Administration Menu" 
 Enter Password: 0000 and press "Enter" 
 Select "4-Store & Retrieve Spectra" 
 Select "3-Erase All Stored Spectra" 
 Select "1-Yes" 
 Press "Menu" until back to display. 
 

2. Acquisition 
 Set the detector on the cart pointing up. 
 Move the Detective to the 1st location.  
 Press "ID" button to start acquiring data. 
 Acquire data for about 60 seconds then press "Menu" to open the new menu to save 

data. 
 Select "4-Save" 
 The Detective will ask "Are you sure you want to continue? 
 Select option "1-Yes" to save the spectrum. 
 Move the Detective to the 2nd location and repeat the acquisition. 
 Continue to acquire data at all 15 locations. 
 Optional: If preferred, you can acquire extra spectra at other locations where you 

think the sources may be located with the detector pointing directly at the source. 
 Note that while the Detective is acquiring data, you can "Display" the spectrum to 

view the peaks in the spectrum. 
 

3. Download spectra 
 Connect the Detective to the computer using the USB cable. 
 Start MAESTRO. 
 In the pull-down list in the upper middle of the Maestro screen, select the Detective. 

If it is not there then you may need to load it in by running the "MCB Configuration" 
code to load it. Your instructor can help you with this task. 

 Select "Acquire" and then "Download Spectra" to download the spectra into the 
computer. Each spectrum will have a unique name, which is "### IDENT 
datetime.chn"  

 Load the 1st spectrum into Maestro. 
 Set the ROI around the 129-keV and 414-keV peaks. The ROI should extend about 4 

channels beyond the base of the peak as shown in the figure. This is to ensure that the 
ROI is not too wide that it may overlap with other peaks and is not too narrow so that 
if the peak is shifted by one or two channels, correct peak area can still be obtained. 

 Click on the Menu "ROI" and Save the ROI file. You will need to load this ROI file 
for other spectra. 
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 Select "File" and "ROI Report"  
 In the ROI Report dialog box, check the 

"Column format" and "Print to file" and 
then "OK" to save the report of the peaks' 
information to the file. You will later use 
Excel to read in these reports and copy the 
information in these reports into your 
excel sheets. 

 Load the 2nd spectrum into Maestro. 
 Click on the Menu "ROI" and load the just 

saved ROI file. Check to see if the 129 and 
414 peaks are correctly positioned within their ROI's. 

 Select "File" and "ROI Report" and save the peaks' information to the file. 
 Repeat for other spectra. 

 
4. Analysis 

 Open the "RoomHoldup.xls" file. 
 Go to "Detective#" sheet. Depending on the detective you use, copy the angular 

efficiency of the detector from this sheet into the "RoomHoldup" sheet starting at cell 
N71 (BLUE color). 

 You will need to fill in the RED cells in this sheet. 
 The Live time, True time, Net area and Error are needed. You can manually enter in 

the information for these cells. However, it is better to copy and paste. 
 From Excel, open the report file (.RPT) and copy the necessary information and paste 

into the "RoomHoldup" sheet. 
 After entering the peak information, you would then need to enter the information for 

the detector and the assumed source positions. The unit for the distance is meter and 
for the angle theta and phi is degree. 

 Select "Tools" and "Solver" and then click "Solve" to start the calculations. The result 
is displayed in cell AS9. 

 The excel sheet is configured to solve 20 equations. If there are less than 20 
measurements then you would need to be sure the null results in columns AK76-95 
and AK122-141 are zeros. If more than 20 measurements are made then you would 
need to manually add and configure the new columns and rows to the existing tables.  

 You can try to add or change the locations of the assumed sources and solve again.  
 You can also allow the cell locations of some of the assumed sources to vary in order 

to pinpoint exactly the locations of the sources. 
 Record the total mass (cell AS9). 
 Record the locations (O3-AC5) and mass (cell AN76-90) of the individual sources. 
 Ask your instructor for the accepted values and compare. 

 
Reference 
1. Duc Vo, David Bracken, Michael Dempsey, William Geist, Manuel Gonzales, Jose Valdez, 
and Tracy Wenz, " Nondestructive Assay Holdup Measurements with the Ortec Detective," Los 
Alamos National Laboratory document LA-UR-09-03384.
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Background  

Motivation -  Why Calorimetry? 

How do Calorimeters Work? 

Different Calorimeter Designs 

Temperature Sensors 

Converting Power to Mass - Isotopics 

Calorimeter performance, R&D 

Questions? 

Overview 



Non-Destructive Assay of Special Nuclear Material 

NDA = Non-Destructive Assay 

SNM = Special Nuclear Material 

 

NDA is performed on entire items that might be in 

sealed containers 

 

 

Non Destructive Assay 

? 



3 primary methods of performing 

NDA on SNM 

Gamma-Ray 
Spectroscopy 

Mass 

Mass 

Mass 

Principle NDA Methods for Plutonium 

Calorimetry requires isotopics 

to convert power to mass 

(Gamma ray or Chemistry) 



Heat Generation from Radioactive Decay 

Except for 241Pu, alpha decay is the predominant mode of radioactive decay for 

the Plutonium isotopes and 241Am.  

Pu 
239 

U* 
235 

U + 
235 

g 

a (  He) 4 
alpha emission 

Gamma emissions 

100% of energy released in alpha decay is converted into heat due to the 

extremely short range of alpha particle. 

 

The thermal power emitted from one gram of an isotope is the specific power (P) 

𝑃 =
2119.3 ∙ 𝑄 

𝐴 ∙ 𝑇1/2
 

Q – Q-value of alpha decay (MeV) 

A – gram atomic weight of isotope 

T1/2 – Half-life 

(W/g) 



Heat Generation from Radioactive Decay 

For 241Pu, the neutrino emitted in beta decay carries away most of the energy.  

Pu 
241 

Am* 
241 

b- 

To calculate the specific power of 

isotopes that beta-decay,  

𝑃 =
2119.3 ∙ E𝛽 

𝐴 ∙ 𝑇1/2
 

Eb – Mean energy of 

beta particle (MeV) 

n 

Isotope Source 
Specific Power  

(W/kg or mW/g) 

238Pu a 567.57       ± 0.05% 

239Pu a      1.9288  ± 0.02% 

240Pu a      7.0824  ± 0.03% 

241Pu b      3.412    ± 0.06% 

242Pu a      0.1159  ± 0.22% 

241Am a  114.2        ± 0.37% 

3H b  324.0        ± 0.14% 

(W/g) 



Definitions 

Calorimetry   

The quantitative measurement of heat (Q). 

Calorimeter   

A device to measure heat or thermal power (rate-
of-heat generation). 

Calorimetric assay   

Determination of the mass of radioactive 
material through the measurement of its thermal 
power by calorimetry and isotopic composition 
by gamma-ray or mass spectrometry. 

 



Why Calorimetry? 

Considered the “gold standard” of NDA measurements 

on Plutonium throughout the DOE complex 

Precise 
Measurement precisions of 0.5% to 0.1% for most cases 

Accurate 
The most accurate NDA measurement of Pu 

When you get the answer, it is correct (Bias free) 

Robust 
Assay results independent of matrix material 

Independent of heat distribution 

Integrates over total sample volume 

The material heat cannot be hidden (harder to spoof) 

 



Full Twin Design 

power(watts) By Days since 1/1/66
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Full Twin Design 

Thermal Power from ZPPR Fuel Plate Measured by Heat Flow 

Calorimetry   

Precise Power Measurements 
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Measurement of a 5.3 mW (0.0019 g) Curium sample 

Cm  baseline 

625 mV 

623 mV 

627 mV 

625 mV 

627 mV 

626 mV 

 

Replicate Measurement Results 

Precision of just 0.2% 

relative standard deviation 

Sensitivity Small Sample Calorimeter II 
P

o
te

n
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 (

V
) 

0.010 
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0.020 

0.025 

0.030 
12:47 16:47 Time 



Calorimeter sensor output of a 1.25 W heat source 

Item matrix 
Matrix Independence of Calorimeter Response
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Measurement Bias (%) CALEX in a 1 Watt (400g) 

Plutonium Standard 

Year FACILITY 

A 

FACILITY 

B 

FACILITY 

C 

FACILITY 

D 

FACILITY 

E 

FACILITY 

F 

FACILITY 

G 

1990 0.09 -0.11 -0.02 -0.05 0.59 0.32 

1991 0.19 0.06 -0.09 -0.10 0.12 

1992 -0.16 0.06 -0.05 -0.08 0.21 0.13 

1993 0.65 0.16 0.05 -0.04 0.24 

1994 0.19 0.05 -0.13 0.24 

1995 -0.04 0.18 -0.05 

1996 0.12 0.11 -0.11 0.19 

1997 -0.06 0.04 0.10 

1998 0.03 -0.09 0.01 -1.19 

1999 0.12 -0.09 -0.05 0.00 -0.68 

Small Bias 



Example of Calorimetry Importance 

Material 

Form 

Calorimetry & 

Gamma Spec 

Analytical 

Chemistry 

Neutron counting 

& Gamma Spec 

Segmented 

Gamma scanner 

Metal 71% 29% 0.3% 0% 

Pure 

Compounds 
64% 35% 0.9% 0.3% 

Impure 

Compounds 
72% 23% 2.6% 2.6% 

Measurement methods used for plutonium mass 

inventory at LANL* 

*From LANL Material Accounting and Safeguards System (MASS) database April 1999. 

Calorimetry (with gamma spectroscopy) is the most 

commonly used method for plutonium inventories at LANL 



Routine Plutonium Assays 

Performed mostly with Calorimetry 

Shipper receiver measurements 

Accountability Measurements 

Process Control Measurements 

 

 

Performed only with Calorimetry 
Outlier Resolution 

Calibration of NDA standards 

 

 



How do  

Calorimeters Work? 

Overview 



Four Elements common to any Calorimeter: 

Environment 

Temperature Sensor 

Enclosure with  

Thermal Resistance 

Calorimeter 

Body 

A Simple Calorimeter 



The heat equation is derived from an energy balance 

Heat Equation 

Energy in a volume of material: 
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Heat flow calorimeters are used for processes which continually 

generate heat or where constant temperature is important. 

Tcal Tenv 

Thermal Resistance 

Sample 

Chamber 

Heat-flow Calorimeter 
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Heat-flow Calorimeter 
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Heat builds up inside the calorimeter until the rate of heat flow is 

equal to the heat production of the source. 
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Power Calibration 

The heat flow inside the calorimeter well is usually converted to a 

voltage with temperature sensors 

Create calibration curve to relate voltage to item power 

Potential (V) 

P
o
w

er
 (

W
) 



Different 

Calorimeter Designs 

Overview 



Design Considerations 

Items 
Physical size of items 

Range of power (Watts) 

Facility 
Space Available 

In-line or Out-of-Line 

Utilities available at the site 

Data collection system 

Item manipulation: Manual or robotics 

Performance Requirements 
Precision and accuracy 

Number of items per day (throughput) 



Gradient Calorimeter Schematic 

Tcal 
Tenv 

Thermal Resistance of ends increased relative to sides 

Temperature sensors 

Water bath 

(or air bath in 

some designs) 



Twin Calorimeter Schematic 

Tcal 

Tenv 

Thermal Resistance of ends increased relative to sides 

Temperature 

sensors 

Reference Sample 

Identical thermal  

resistance 



Why Twin Design? 

Side One

Side Two

Difference
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Heat Flow Rod Calorimeter 

Tcal 

Tenv 

Tcal-Tenv= constant 

Adiabatic envelope 

dQ/dt = 0 

Heater 
Copper rod 



Temperature  

Sensors 

Overview 



Resistance Temperature Sensor 

Wrap wire around sample tube  

Hot item in tube increases 

temperature and resistance of wire 

Change in temperature causes change in metal resistance 

High purity nickel wire (R ~ 0.6% per oC). 



Wheatstone Bridge Sensor 
Resistance change measured by Wheatstone Bridge 

Measured against reference sensor 
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Wheatstone Bridge Sensor 

R1 

R2 

R3 

R4 

V 

I 

Sample Reference 

Sample 

Sample Ref 

Ref 



Two Bridge Configurations 

Twin Gradient 

Wheatstone Bridge Sensor 
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Thermopile Array Resistance Wire 

  A = constantan or bismuth 

B = gold or tellurium 

Voltage drop of 13 mV per oC per 

junction 

V 

hot cold 

Existing Generation New Generation 

Improved 

Signal to 

Noise 

Thermopile Sensors 

Change in resistance about 

0.6% per oC 

R measured against reference 

resistance 

B 

B 

B 
A 

A 

A 



Thermopile Advantages 

Insensitive to mechanical strain 
Intrinsically low noise 

Stable baseline 

Portability 

 

Passive signal 
No sensor self-heating 

 

Scalable to any size or shape 



Vacuum-Bottle 

Solid State 

Calorimeter 

First High Sensitivity  

Solid State Cal 

9.65 cm x 4.05 cm dia. 

LVC - 208 l drums  

Solid State Cal 

66 cm dia. 

Solid State Calorimeters Small to Large 



Converting Power to Mass: 

Isotopics 

Overview 



Source of Heat 
Heat due primarily to alpha decay (NOT FISSION), except for 
241Pu and 3H in which case it is due to beta decay. 

Specific Powers of Selected Isotopes 

Isotope Source 
Specific Power  

(W/kg or mW/g) 

238Pu a 567.57       ± 0.05% 

239Pu a      1.9288  ± 0.02% 

240Pu a      7.0824  ± 0.03% 

241Pu b      3.412    ± 0.06% 

242Pu a      0.1159  ± 0.22% 

241Am a  114.2        ± 0.37% 

3H b  324.0        ± 0.14% 



Effective Specific Power 

The rate of energy emission per unit mass of plutonium. 

Isotopic information not required for monoisotopic items  

 (e.g. 3H or 241Am )  

 

238Pu and 241Am can be important because of their very high  

 specific heat values.  
 

239Pu can be important because of it’s high abundance in  

 most samples. 

n = number of power producing isotopes 

Pi = Specific power of the ith isotope (W/g) 

fi  = Mass fraction of the ith isotope relative  

 to plutonium (g/g) 

  




n

1

iieff fPP

i

gW



    iieff fPP gW

 
 

 gW P

WPower  Thermal
Mass

eff

g

Measure heat output of item (W) with Calorimetry 

 

Calculate mass from measured power and calculated Peff 

Measure isotopic composition of item (high resolution 

gamma spectroscopy or mass spectroscopy) 

Compute Peff based on isotopic ratios 

Plutonium Assay Procedure 



Relative Isotopic Error 

Gamma-Ray Spectroscopy 

Typical measurement precisions for selected isotopes 

Isotope Relative Standard 

Deviation 

238Pu <1 – 10   % 

239Pu 0.1 –  0.5 % 

240Pu 0.5 –  4    % 

241Pu 0.2 –  0.8 % 

241Am 0.2 – 10   % 

Peff 0.2 –   2.0 % 

240Pueff 0.5 –   4.0 % 



Isotopic Composition Measurements 

Isotopic composition of a sample is measured by a variety of methods 

Destructive Analysis Nondestructive Analysis 

238Pu Mass Spec, Alpha Spec Gamma-Ray (FRAM, MGA) 

239Pu Mass Spec Gamma-Ray 

240Pu Mass Spec Gamma-Ray 

241Pu Mass Spec Gamma-Ray 

242Pu Mass Spec Isotopic Correlation (indirect) 

241Am Alpha Spec Gamma-Ray 



Pu-238  
Pu-239  
Pu-240  
others  
americium  

Influence of Isotopic Fractions 
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Peff 
240Pueff 

0.25 % 1.04 % 

0.37 % 1.14 % 

0.39 % 1.86 % 

2 

1 

Item 

0 20 40 60 80 100 

Weight 

Power 

Mass fraction of plutonium (%) 

Weight 

Power 

Weight 

Power 

Uncertainty 



Example Calculation of Peff 

Isotope

Weight 

fraction

Specific Power 

(W/g)

Power fraction 

(Pi·fi) % Heat

238
Pu 0.0006 0.567570 0.00034054 10.99

239
Pu 0.8567 0.001929 0.00165240 53.31

240
Pu 0.1211 0.007082 0.00085768 27.67

241
Pu 0.0194 0.003412 0.00006619 2.14

242
Pu 0.0022 0.000116 0.00000025 0.01

241
Am 0.0016 0.114200 0.00018272 5.89

1.0016 0.00309979

Total weight greater 

than 100% 
Effective Specific 

Power Peff (W/g) 



Effect of Burnup on Peff 

Mass fraction of 239Pu decreases and mass fraction of 240Pu 

increases with burnup 

 

Therefore Peff increases with increasing burup 

Mass fraction  

of 240Pu 

Peff (W/g) 

6 % 0.0023 

12 % 0.0030 

16 % 0.0060 

25 % 0.0140 



Gamma-ray Isotopic assay 

Separated Am-241 and Pu, each in different matrices 

Gamma-ray interferences 

Pu-241/ U-237 equilibrium 

Inhomogeneous isotopic distribution 

Calorimetry 

Chemical reactions 

Power emitting isotopes with no gamma-ray  

 

Effects on Measurement Performance 



Other Heat Loss/gain mechanism in Pu samples 

Gamma-Ray Emission Negligible 

Spontaneous Fission Negligible 

Chemical Reactions (Negligible, reduced for 

safety) 

Radiolysis of water Significant for solutions 

Negligible for solids 

Other isotopes Negligible for Pu items 

(e.g. P237Np = 0.02  mW/g) 

 

Reprocessed or spent fuel  

(e.g. P244Cm = 2830 mW/g 



Calorimeter Performance, 

R&D 

Overview 
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Current Capabilities 
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0.1 

0.01 

0.001 

0.0001 

0.00001 

0.000001 

Thermal Power 

(W/kg) 

Pu-238 (568 W/kg) 
Tritium (324 W/kg) 
Am-241 (114 W/kg) 

Natural plutonium (2-14 w/kg) 

Human (1-2 W/kg) 

U-233 (0.28 W/kg) 

Np-237 & decay products (0.022 W/kg) 

HEU 93% U-235 (2x10-3 W/kg) 

Current calorimetry 
capability 
at 1% accuracy 

TRU limit (3x10-6 W/kg) 100 nCi/gram 

Other Uranium mixtures 



Calorimetry complements other techniques 
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Recent Calorimetry Advances 

Instrumentation: 

Thermopile Heat Flow Sensors 

Solid State Calorimeters (SSC) – I, II, III 

Large Volume Calorimeter (LVC) 

Applications: 
Calorimetric Assay of other radionuclides 
233U*, 237Np, HEU*, Am*, transuranics, neutron sources*, 244Cm* 

Combined Cal/Neutron Counting 
U enrichment, total U 

Combined Cal/Neutron/gamma –  
Enriched 242Pu content*, 236U, 244Cm/Pu, U contaminated with Pu 

* technique verified with measurements 



Summary 

Heat flow calorimetry is used to measure nuclear 
decay heat 

The two most commonly used sensors in 
safeguards calorimeters are nickel wire 
Wheatstone bridge and thermopile 

Calorimeters make very accurate measurements 
of heat 

Isotopic information is needed to calculate the 
mass of plutonium 
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OPERATING 

CALORIMETERS 

Peter Santi 
 

Safeguards Science and Technology Group 
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Calorimeter Operating Modes 

 Passive 

 Servo 
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Passive Mode 

 Items are placed in the sample chamber 
of the calorimeter and allowed to reach 
thermal equilibrium and the final sensor 
output is converted to power. 

 No heaters are used, the only heat in the 
calorimeter is due to the item being 
measured and for Wheatstone Bridge 
calorimeters, the constant current source. 
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Passive Mode 

 Advantages 

 Requires less equipment to operate 

 Most accurate 

 Disadvantages 

 Long assay times (time may be reduced 
using prediction of equilibration) 

 More calibration effort 

 Final calculation more difficult by hand 
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Passive Mode Sensitivity 

 Uses a sensitivity function to obtain item thermal 

power from bridge potential 

 Two methods of empirically constructing a 

sensitivity curve: 

 Heat standards 

 Best method; requires calibrated Pu heat standards 

 Electrical standards (usually not recommended) 

 Requires calibrated resistors and voltmeters 

 Must be attentive to heat paths into and out of 

calorimeter 
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Item Wattage Measurement 

 Measure sensor output with no item (VO) 

 Measure sensor output with item (Vi) 

 Calculate item wattage (Wi) using formula: 

                  Wi = (V)/S 
 Where S is the sensitivity (volts/watt) of the 

calorimeter and V = Vi - V0. 
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Sensitivity Note 

 The sensitivity (S) is not usually a constant but 

is a function of item thermal power 

 The sensitivity curve must be established by 

measuring heat standards (238Pu or electrical). 

 Powers of several standards should be 

measured (with replication) and the results fit to 

determine the sensitivity curve (S = S0 + k*W) 
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Sensitivity Curve 
intercept 0.001=

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45
0

1

2

3

4

5

data

linear fit

polynomial fit

Solid State Sensitivity

Watts

B
a
se

li
n

e
 c

o
rr

e
c
te

d
 s

e
n

so
r 

o
u

tp
u

t 
(m

V
)

Calorimeter response is nearly linear with respect to heat 
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Differential Sensitivity Curve 
intercept 10.6522=
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Item Power Determination 

  V = k * Wi
2 + S0 * Wi 

  0 = k * Wi
2 + S0 * Wi - V  

Solving for Wi yields 

 Wi=(-S0/2*k) - [(- S0/2*k)2 – (-V/k)]½ 

   for k<0, S0>0 

 Wi=(-S0/2*k) + [(- S0/2*k)2 – (-V/k)]½ 

   for k>0, S0>0 
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Sensitivity Curve Example 

 Given: 

 VO = 0.00044 mV (zero-power sensor output) 

 Vi = 0.88035 V (sensor output with item) 

 V = 0.88035 mV - 0.00044 mV 

      = 0.87990 mV 

 What is the item power? 
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Sensitivity Curve Example (cont.) 

 Wi=(-S0/2*k) - [(- S0/2*k)2 – (-V/k)]½ 

 where S0 = 10.6541, k = -0.1264, and 

V = 0.87990 mV 

 Wi = 0.08267 W 

 Book value 0.08278 W 

 Note:  Multical automatically performs these 

calculations when equilibrium is reached, and 

gives an answer in Watts 
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Servo Control 

 Power is delivered to the calorimeter 
measurement chamber via internal 
resistance heaters, usually manganin 
alloy wire. 

 A feedback transducer, temperature 
sensor, is maintained at a constant 
setpoint by varying the power supplied to 
the heaters.  
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Servo Control Operation 

 This method may reduce assay time by 
reducing the equilibration time of the calorimeter 
itself.  Calorimeter maintained at constant 
temperature. 

 Heater power can bring cold items to 
temperature faster than in passive mode 
calorimeter. 

 For known process items (i.e. item of the same 
power) the room can be used as a 
preconditioner for the items to be measured. 
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Servo Mechanism 

 A closed-loop controller that precisely 
controls power to an output device to 
maintain a constant feedback signal 
from the detector. 

 The job of servo mechanism/controller 
is simple: 

    “Do whatever it takes to keep the 
feedback signal constant” 
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Elements of Servo Control 

 Feedback Signal =  Wheatstone Bridge  

        Nickel sense wire,   

        Thermistors, Resistance, 

      Thermopiles... 

 

 Controller            =  Digital or Analog 

 

 Output Device     =  Calorimeter Heater  

              and/or cooler 
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Digital Servo Controller 

V 

R R1 

R R2 R S 2 

R S 1 

COMPUTER 

POWER   
SUPPLY 

DVM 

PROGRAMMER 
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Servo Control Device Examples 

 Home heating/cooling system 

 Automobile cruise control 

 Reactor control rods for power 
generation station 
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Servo Control Operation 

 A closed-loop controller maintains the bridge 

potential to a constant value (VSP) by supplying 

the appropriate amount of electrical power to the 

calorimeter heater. 

 Supplied electrical power is reduced when items 

producing power are placed in the calorimeter.  

 Since VSP is kept constant, the total power of the 

sample chamber is kept constant: 

 Sample chamber temperature does not change! 
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Servo Control Operation 

 VSP = VO + S * WSP 
 VO = sensor output with zero item power (volts) 

 S = Nominal Sensitivity (volts/watt) 

 WSP = Base Power = Desired constant power level 
the calorimeter will operate at for all items (watts) 

 VSP = Sensor set point; servo controller will 
continuously adjust heater power to maintain VSP 
constant for all items (including no item) 

 Because S is not precise, the actual basepower 
(WO) will differ slightly from WO; this is not an 
issue because all we need for good results is 
precise knowledge of the actual basepower  
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Computing Item Power 

 Since WO and WH are accurately 

measured quantities, the item watts (Wi) 

may be calculated as follows: 

             Wi = WO - WH 

 WH = heater watts with item present 

 WO = Base power, watts with no item 

Note: Power of sample replaces heater power, so 

 servo mode is sometimes called power 

 replacement mode 
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Graphical Illustration 
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Servo Control Measurement Sequence 

The measurement sequence takes place in 

three stages: 

A   Setup (to be performed after calorimeter 

installation and occasionally updated) 

B   Basepower Measurement (to be 

performed on a regular basis between 

item measurements) 

C   Item Power Measurement 
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Servo Control Measurement Sequence 

ACalorimeter Set-up 

1. With no item in calorimeter and heater 

power off, measure sensor output (VO) 

2. With electrical heater or Pu standard 

(power close to base power), measure 

sensor output (Vi). 

3. Calculate sensitivity using the following 

equation: 
    S = (Vi - VO) / Wi 

Note:  No need to correct for sensitivity dependence on power 
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Servo Control Measurement Sequence 

 Where: 

 VO = zero power bridge Potential (volts) 

 Wi = item power (use Pu standard or 
accurate heater measurement) (watts) 

 Vi = equilibrium bridge potential after Pu 
standard or electrical heater has equilibrated 
in calorimeter (volts) 

 S = nominal sensitivity (volts/watt) 

4. Enter VO and S into software. These 
values are now software constants 
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Servo Control Measurement Sequence 

B Basepower 

1. With no item in calorimeter, select 

“basepower” function. 

2. Enter desired basepower (e.g. 2 watts) 
 This is WSP 

 Desired basepower must be larger than item power 
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Servo Control Measurement Sequence 

3. Software inserts operator entered  WSP into the 

following equation. Note that S, WSP and VO are 

operator entered software constants: 

            VSP = VO + S * WSP 

 VSP is the setpoint bridge potential, and approximates 

(because differential sensitivity is not accounted for) a 

heater power of the desired basepower (WSP) 

4. The controller will precisely adjust the heater 

power for V = VSP 
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Servo Control Measurement Sequence 

5. When heater power has equilibrated, a 

precise heater power measurement 

takes place. This heater power, called 

the basepower (WO), is stored in 

computer memory. Note that this 

measured WO, unlike the desired WSP 

entered into the software, is the exact 

power associated with V = VSP. 
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Servo Control Measurement Sequence 

Example: 

To determine VSP for a user entered basepower 

(WSP) of 2 watts, use the equation 

                  VSP = V0 + S * WSP;  

therefore, 

     VSP = 0.0 mV + (10.588 mV/W * 2 W) 

        = 21.176 mV. 

Where S = 10.588 mV/W and V0 = 0.0mV for the 

calorimeter in this example 
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Servo Control Measurement Sequence 

Example (cont.) 

The controller adjusts heater power supply to 

maintain a constant sensor voltage (V) of 

21.176 mV. Once equilibrium has been 

reached, a precise heater power 

measurement is taken; it is 2.0368 W. This 

value is stored in memory as basepower WO.  

When the thermal power in the calorimeter is 

2.0368 W, the Bridge Potential (V) will be 

21.176 mV  
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Servo Control Measurement Sequence 

 Example (cont.) 

The Servo Control system will now adjust the power 
supplied to the system to maintain a bridge 
potential of 21.176 mV 

The total power supplied to the system will therefore 
be 2.0368 W; if a source supplies power, the 
heater power supply will drop to maintain a total 
of 2.0368 W 

The system will operate at a total power of     
2.0368 W until the next basepower is performed 

Any changes in measured basepower will be due to baseline drift 
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Servo Control Measurement Sequence 

C Item power measurement 

1. An item is placed in the calorimeter. The 

user enters the item I.D. and instructs the 

software to begin the item measurement. 

2. Sensor Voltage (V) will rise due to heat 

produced by the item. 

3. The software detects the sensor voltage 

(V) rise and adjusts the heater power 

down to keep V = VSP 
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Servo Control Measurement Sequence 

4. After some time interval (dependent on 

item and calorimeter) calorimeter reaches 

equilibrium, and sensor voltage (V) has 

obtained zero slope at the level of VSP. 

5. Since sensor voltage (V) again equals 

VSP, the total power emanating from the 

sample chamber must be WO (just like 

during the basepower measurement, 

when WO was stored in memory). 
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Servo Control Measurement Sequence 

6. The item (Wi) and the heater (WH) are both 

producing heat in the calorimeter. Since V = 

VSP, the total must be the basepower: 

            WO = Wi + WH  (@ equilibrium) 

 WO was measured during the basepower run 

and stored in memory. WH is measured at end of 

run.  The difference must be the item thermal 

power: 

                   Wi = WO - WH 
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Servo Control Measurement Sequence 

7. Example: User places an item in the 

calorimeter and instructs the software to 

perform an assay measurement.  Since 

the item produces heat, the controller 

must decrease heater power to keep 

                   V = 21.176 mV 

         (which equates to 2.0368 W).  
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Servo Control Measurement Sequence 

 Once the heater power has stabilized, 

the software measures heater power: 

WH = 1.67820 W. Since V = 21.176 mV, 

2.0368 W must still be emanating from 

the sample chamber; therefore the item 

must be producing: 
 

   2.0368 - 1.6782 = 

    0.3586 W 

W0 
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WH = 1.6782 

Wi = 0.3586 

WH 

W0 = 2.0368 
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Servo Mode Output Plot 

12.248 W 

19.230 W 6.982 W 

Nominal: 6.955 W 

Basepower Assay 
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Advantages of Servo Operation 

 Can be faster compared to passive mode 

 Measures directly in watts. (calculations 

by hand) 

 Works well with pre-conditioning of item. 

 This will reduce measurement time 

considerably 

 Simple to calibrate and operate. 
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Disadvantages of Servo Operation 

 Item wattage must be below 

calorimeter set point wattage. 

 Requires extra equipment (power 

supply, heater, power supply 

programmer, etc.) 

 Larger measurement uncertainty 

when compared to passive system 
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Passive vs. Servo 

 Passive Mode 

 Highest precision  

 Sensitivity function 

 Prediction of equilibration 

 Servo Control mode 

 Answer directly in watts 

 Item power must be below base power of 

calorimeter 

 Easier calibration, faster measurements 
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Overview

• Introduction

• Setting up a calorimeter

• Baseline and base powers

• Assays

• Other aspects of MultiCal
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What does MultiCal do?

• Collect data

• Decide when a measurement is complete

• Report measurement results

• Run multiple calorimeters from a single computer

• Remote control of other computers running MultiCal
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Where does the data go?

• Raw data are stored in a binary data file (*.mcd)

• Results are stored in a sequence of text header files 
(*.mch)
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Setting up a calorimeter within MultiCal

• Define hardware and mode of operation

• Define data collection parameters

• Define the stopping parameters
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Configuration

Configure an existing calorimeter or add a new calorimeter.  
A password is required to access the Configure option.
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Configure Calorimeter

Select a calorimeter then click on Modify Calorimeter 
to view or change settings for a calorimeter
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Calorimeter Setup

Defines calorimeter hardware interfaces, 
mode of operating and corrections.
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Correction Factors

Used to convert raw measurement data into item power.
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Data Collection Setup

Settings are rarely, if ever, changed.  
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Equilibrium Detection Configuration

Controls the limit values used for equilibrium 
determination and prediction techniques.
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Servo Mode

Settings to be tuned for servo mode calorimeters.



13

System Setup

Set system 
parameters, such as 
IDs, # of calorimeters, 
etc.
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Calorimeter Button Menu

• Calorimeter 
functions in button 
menu

• Measurements

• Replay mode

• View items
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Baseline Run

• Passive mode

• Measurement with no 
thermal power source 
in chamber

• Bridge-potential 
baseline: 

starting point BP (μV)
assay run basis



16

Baseline Measurement Start Up

Enter information prior 
to start of  baseline 
measurement.
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Baseline Graphical Display 
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Baseline Measurement Results
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BasePower Run

• Servo mode

• Sets and measures 
the zero-power 
reference level

• No sample present
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BasePower Measurement Start Up

Enter information prior 
to start of  basepower 
measurement
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BasePower Graphical Display
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BasePower Measurement Results
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Assay Measurements

• An assay run is the 
measurement of an 
item’s power

• Servo or passive mode
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End-of-Run Selection

Select end of run type 
with the measurement 
completion pick list
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Graphical Display
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Assay Measurement Results
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How does MultiCal know when to stop?

• Current recommendation: 
– Mound for precision

• As data is collected
– calculate slope and standard deviation of most 

recent data
– if values below defined limits, calorimeter is 

equilibrated

• MultiCal records results and reports them to user

• Selecting the best values for the slope and standard 
deviation defined limits is done by informed trial and 
error during calorimeter initial setup
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Other automated measurement stops

• Assays may also be ended by

– Equilibration
– prediction of equilibration 
– running for a set period of time
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Stopping Measurement - Stop Menu Item

Click on Stop Measurement 
button to stop measurement

If sufficient data has been 
saved the results are 
written to the data file
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Stopping Measurement - Abort Menu Item

Click on Abort Measurement 
button to abort current 
measurement - results are not 
stored in data file
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View Windows

• Each calorimeter may 
display up to 3 views
- Graph
- Results
- Status
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Status View

• Shows 
equilibration 
parameters
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View Previous Results

• Read existing *.mch 
files

• Display as if just 
calculated
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Replay Mode

• Redisplay 
previously 
acquired data
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Replay Mode (cont.)

• Select a data 
file

• Apply other 
end-of-run 
algorithms

• Adjustable data 
‘collection’ time
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Help Menu

Help topics are 
available for the 
MultiCal menu 
options by using the 
Help option
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Color Legend

The color used to display each 
measurement type is shown
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Graph Display Help
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Diagnostics

Hardware/software errors are logged to the Error Log 
window and to the MultiCal.log file
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MultiCal User’s Manual

1. Introduction
2. Introduction to Calorimetry
3. Operations Reference
4. The MultiCal Database
5. Equilibration Algorithms
6. How Do I
7. System Messages
8. References
9. Contacts



Calorimetry Laboratory 
China Center of Excellence Nondestructive Assay Training Course 

 
Introduction 

In this laboratory session you will be setting up a calorimeter to run in the passive mode. This will involve 
connecting a calorimeter to the instrument meters and low voltage (< 40 V) current source that are routinely used 
in the DOE complex for Mound Laboratory type calorimeters.  The meters will be connected to a computer 
running MultiCal, the data acquisition software, through a GPIB local area network.  A schematic of the setup is 
shown on the accompanying figure.  Three measurements will be made: calorimeter bridge potential, bridge 
current, and room temperature.  
 
The objective is to learn how to assemble the individual calorimeter components and initiate a calorimeter 
measurement.   
 
Note: No nuclear materials will be used in this exercise.  
 
Equipment  

Calorimeter (twin or gradient)  
Current Source (Instrulab, 5 or 10 milliAmp) for exciting Wheatstone Bridge circuit in the calorimeter 
3 Keithley Multimeters (Mode1 2000 or 2001) for reading bridge potential, current and room temperature. 
GPIB (General Purpose Interface Bus IEEE-488) cables for connecting the meters to the computer 
Computer (equipped with PCMIA-GPIB interface card and cable)  
Jones plug connector and cable for connecting the calorimeter to the meters and current source 
Thermistor and cable for readout of the room temperature 
Hand held multi-meter 
 
Procedure  

1. Connect the Keithley meters to each other and to the computer. 
Connect GPIB cables to the back of the Keithley multimeters. With GPIB it does not matter in what 
order the Keithley meters are connected.  Connect the GPIB computer interface cable from the laptop to 
any of the GPIB connectors.  

 
2. Turn on computer and meters.  
 
3. Check the calorimeter Wheatstone bridge resistance with a hand-held multimeter.  

Check the resistance across both the bridge current connections (labeled ‘BI’) and the bridge potential 
connections (labeled ‘BP’) on the calorimeter.  The resistance should be in the range of 2500 - 2800 
ohms for the calorimeters that we are using. 
Q: What does the presence of resistance verify? 

 
4. Connect the Calorimeter to the current source and Keithley meters. 

Connect the Jones plug to calorimeter and connect the leads from the Jones plug to two Keithley 
multimeters and the current source as shown in the schematic. The BP leads go to the Keithley 2001 to 
read the bridge potential.  The current source and a Keithley 2000 are connected in series with the 
calorimeter.  One BI lead connects to the current source and the other BI lead connects to the Keithley. 
Connect a cable from the current source to the meter to complete the current generating circuit.  

 
5. Plug in the current source and verify the bridge potential and current outputs.  

Read the bridge potential (BP) by pressing the 'DCV' button on the Keithley 2001 and verify that the 
bridge potential has a small stable voltage.  Read the bridge current (BI) by pressing 'DCI' on the 
Keithley 2000 and verify that the current supply is providing 5 to 10 milliAmps. 



Q: Why is it important to monitor the current from the constant current source? 
 
6. Hook up the temperature sensor to monitor room temperature.  

Connect the leads from the thermistor sensor to a Keithley 2000.  Verify that the thermister has an 
appropriate resistance by pressing 'Ω4' on the meter front. The resistance should be in the range of 7,000 
to10,000 ohms.  
Q: Why is it important to monitor the room temperature during an assay? 

 
7.  Determine and record the GPIB addresses of the Keithley meters. 

Keithley 2000: Press ‘SHIFT’ then ‘GPIB’ on the front of the meter.  Press the ‘RANGE’ down button 
once to obtain the address. 

Keithley 2001: Press ‘MENU’ then select ‘GPIB’.  Press the ‘ENTER’ button twice to obtain the 
address.  Press EXIT to leave the menu. 

 
8. Launch the MultiCal program.  

Log on to the computer using the username and password indicated on the front.  Double click on the 
Multi-Cal icon on the desktop. 

 
9. Enter a new Calorimeter configuration in the Multi-Cal program. 

A. Select 'Configuration' from the EDIT menu. Type in 'USER' for both the username and password. 
Select 'Add Calorimeter'. The default calorimeter name is 'Calorimeter l' but you can type in another 
name if you wish.  
 
B. Select the three desired outputs (Bridge Potential, Bridge Current and Room Temperature).  For each 
output select the correct meter (either Keithley 2000 and Keithley 2001).  Do this step even if the default 
meter shown is correct.  Answer ‘yes’ to the question about the default file Input for the Keithley 
address. 
 
C. Go to the 'Correction Factor' menu tab and check the 'Room Temperature' box. The a, b, and c factors 
convert the thermistor resistance into degrees centigrade.  

 
D. Exit Configuration. Hit 'OK' twice.  

 
10. View the calorimeter outputs through MultiCal. 

Click on the green field with appropriate calorimeter name and select 'View Graph'. Click the three boxes 
for Bridge Potential, Bridge Current and Room Temperature to view the data. If necessary, deselect the x 
100 box. The data from the three meters should appear in the graphs. It updates every two seconds.  

 
11. Qualitatively check the calorimeter response. 

For this we need a source of heat: One method of checking the response of the calorimeter is to place the 
palm of your hand against the inside of the measurement well.  Open the calorimeter, remove the plug 
and place your hand inside.  The bridge potential should increase in response to heat. If the bridge 
potential decreases (goes negative) then reverse the leads to the meter reading the bridge potential. 
Q: Can you tell the difference when you warm up your hands first? 

 
12.  You are finished!  At this point one could start a baseline run or load an item and start an assay run.  
Additional addressable pieces of equipment can be added to the network for more measurements or for servo 
control operation.  
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Good Operating Practices

The goal of this lesson is to allow the 
operator to:

1. Properly load the Calorimeter 

2. Identify packaging types
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Calorimeter Operations

 Cal cans and baffles

 Loading and unloading

 Packaging
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Cal Cans and Baffles

 What is a cal can?

 What components make up the 

calorimeter can?
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Cal Cans and Baffles

A cal can is a specially designed can 
which fits inside the calorimeter and can 
contain one of the following:
• Inert conductive packing material - for 

baseline/basepower run 

• Sample and packing/sleeve - to make an 
assay run

• Heat standard and packing - to make a 
measurement control run
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Example: 500 Watt Cal Can and Baffle

Baffle: An insulator which isolates 
the sample area of the calorimeter 
from the room temperature.

Lid: Acts as a heat shunt to direct 
heat flow towards the sensors.

Can: May lock together with baffle.

Heat Shunt

Epoxy coated
open cell 
styrofoam

Al handle
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Cal can loading/unloading hazards 

 Cal baffle should be placed on floor or 
another secure location when loading or 
unloading cal can
• Common problem: Dropped baffle => broken 

baffle

 Cal can should be slowly lifted out of 
measurement well
• Jerking the cal can out can damage the 

calorimeter

• Rapid removal of cal can could harm operator
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Possible defects due to careless handling

What are some possible defects?

• Chipped baffle - caused by dropping or 
careless handling of baffle

• Flared cal can - caused by dropping cal can or 
careless handling cal can

• Dented cal can – caused by dropping cal can 
or careless handling of cal can

• Cal can wedged in sample chamber - caused 
when damaged cal can is forced into sample 
chamber of calorimeter
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Cal can stuck in chamber

What if the cal can becomes stuck inside 
the calorimeter sample chamber?

 Unload the cal can

 Begin slow repeated twisting and lifting to 

free can

 Cool the cal can 
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Loading and Unloading

What determines personal radiation 
exposure when manually loading a 
calorimeter?

• Time

• Distance

• Shielding

ALARA
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Effect of Operator on Random Error

Date
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Packaging

 What are some packaging types?

 How is the calorimeter run time affected 
by:
• Packaging type

• Structure of the sample
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Packaging

The following are some packaging types:

• Empty can

• Adapter sleeve

• Aluminum shot

• Aluminum foil

• Plastic bags
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Packaging

 The thermal characteristics of the 
sample are primarily determined by:

• Sample packaging: Heavy containers take 
longer to measure.

• Sample Matrix: 
• Massive objects

• Low thermal conductivity material (insulators) 
take longer to reach equilibrium
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Matrix Independence

1.25 Watt Heat Source

Taken from LA-13867-M
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Increasing Calorimeter Throughput 
(Decreasing Assay Time) 

Peter Santi 

 

Safeguards Science and Technology Group (NEN-1) 

Los Alamos National Laboratory 



Prediction of Equilibrium 

Item Preconditioning 

Packaging Improvements 

Matrix Effects 

Servo Control 

Automation 

Techniques for Increasing Throughput 



Mathematical algorithm which predicts final 

equilibrium bridge potential or power based 

on present bridge potential or power 

readings 

Uses exponential approximation 

Can reduce analysis time an average of 40% 

Prediction of Equilibrium 



Exponential Approach to Equilibrium 
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Consider using a single exponential: 

 

 

 

Take three data points and solve for A, B and C 

 

Two Problems: 

Minimal use of data 

Response often is not a single exponential 

CtBeAtf /)( 

Simple Model 
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Single Exponential Fit 
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Residuals Single Exponential Fit  C:\My Documents\cal school\HEU cal typical equilibrium.txt
Rank 1  Eqn 8017  [UDF 3] y=(a,b,c)
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Multi-Exponential Fitting 

Least squares fit to data. 

 

Allows a wider variety of responses. 

Uses most of the data available. 

Multi-Exponential Prediction Algorithm 

(MEPA) 
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Thermal Time Constants 

Decay constant of each exponential term is determined 

by the thermal properties of each area of the 

calorimeter or item 

The thermal time constant t is equal to  1/l  

Bridge Winding 

Heat Sink 

Thermal Gradient Media (l4) 
  

Heater Form (l3) 
  

Sample Can (l2) 

Source of Heat (l1) 

Heat Flow 

Jacket 



Typical MEPA Fit 
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Prediction Algorithm 

Start 

Done 

Collect data 

Fit data 

Analyze end values 

Ready to  

predict? 

Yes No 



Test Data 

559 measurements available 

6 different calorimeters 

Size ranged from 1.6” to 8” DIA 

Powers ranged up to 13 watts 



Data Analysis Regions 
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Evaluating the Results 

Compare prediction and its uncertainty to 

equilibrium response. 

 

 

 

Are A and E in good agreement?   

A

EA
z

D






Relative Error Distribution 
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MEPA Results 

Calorimeter   Z Time Ratio 
Mean |A-E| 

(grams Pueff) 

Mean |A-E| 

(W) 

Aries II – Passive -0.04 ± 1.33 0.65 ± 0.25 0.57 0.00142 

Aries II – Servo  0.68 ± 2.30 0.66 ± 0.26 4.24 0.0106 

Hanford  0.29 ± 1.44 0.74 ± 0.16 4.32 0.0108 

HEU  0.10 ± 2.03 0.57 ± 0.22 0.06 0.000142 

KTW3  0.41 ± 1.29 0.73 ± 0.22 1.33 0.00333 

RFETS -0.06 ± 1.26 0.49 ± 0.18 0.92 0.0000303 

Solid State  0.25 ± 1.75 0.74 ± 0.23 0.01 0.00003 

All  0.22 ± 1.71 0.64 ± 0.23 -- -- 



Prediction Conclusions 

MEPA accurately predicts equilibrium. 

Associated uncertainties are acceptable. 

Prediction can save significant amounts of time. 

Use criteria to balance time savings with 

uncertainty. 



Item 

Preconditioning 

Techniques for Increasing Throughput 



Preconditioning 

Philosophy:  

Since the item chamber of a servo 

controlled calorimeter is kept at a 

constant temperature, preconditioning 

the item to the same temperature 

before placing it in the calorimeter 

will reduce the assay time 



The chamber of the Preconditioner is set near the internal 

temperature of the calorimeter 
  

Preconditioning 



Preconditioner  Uses 

Decreases calorimeter measurement time 

 

Storage unit for hot (thermal or radiation) Items 

Cooling and Radiation Shielding 

 

Usually used with servo control 

Preconditioner temperature   
internal calorimeter temperature - 0.6 C 

 

Can be used with prediction 



Preconditioner Disadvantages 

Chamber temperature must be changed if 

servo power level is changed 

Item unavailability may be longer 

Space needed for preconditioner 

More equipment to maintain 



Preconditioning Time for Items 

Time from start of run (minutes) 
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Packaging 

Improvements 

Techniques for Increasing Throughput 



Packaging 

Poor item packaging is a major contributor 

to long assay time 

Cannot change final answer 

Examples: 

Air gaps, especially due to plastic bags 

Low thermal conductivity media 

High heat capacity 

Large mass item 



Matrix 

Effects 

Techniques for Increasing Throughput 



Matrix Effects 

Can be a dominate factor on measurement 

time 

Packaging cannot change final answer (if non-

heat producing) 

Shape of approach to equilibrium may be 

used to identify different matrices 

i.e. metal vs oxide 



Matrix Independence of Calorimeter Response
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Matrix Effects Shape 

Matrix Differentiation with Calorimetry 
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Calculated Effects due to Thermal Mass 

In general, the more mass being measured, the longer 
the time to equilibrium 

Total Mass (g) 
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Servo 

Control 

Techniques for Increasing Throughput 



Servo Control 

Item is brought to equilibrium by servo 

controlled heaters 

Only if initial item temperature is less than 

equilibrium temperature in calorimeter 

Room can be used to partially precondition 

items 

Time savings can be 20% or more 



Automation 

Techniques for Increasing Throughput 



Automation 

Software 

Data Collection 

Data Calculation 

Decay of Standards 

End of Run Prediction 

Item Handling (24 hour day un/loading) 

Robotics Communications 

Diagnostics 



Summary 

Item throughput can be increased using 

the following techniques: 

Prediction of equilibrium 

Preconditioning 

Packaging/matrix improvements 

Servo control 

Automation 
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Implementing a Calorimetry 

Measurement Program 

I. Standards  

II. Measurement Quality 

III. Error Analysis  

IV. Measurement Control 
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I. Standards Used in Calorimetry 
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Output of Temperature Sensors  

Thermal Power 

•  BP(Volts) Thermal Power(Watts) 

• Use heat standards to get conversion 

factor 

– Pu-238 

– Electrical 
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Pu-238 Heat Standards are the 

Most Commonly Used 
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Pu-238 Heat Standards Provide 

• Traceability to National Standards (V, ) 
– US National Institute of Standards and Testing 

• Wide Power Range Available 

• High Accuracy, better than 0.02% is typical 

• Low Radiation Levels(< 10 mr/h/15cm) 

• High Physical Integrity 
– High Strength Alloys 

– Extensive NDT Testing  

– Long Term Safety Record 

– Due to design life concerns, standards > 2 Watts are  
now being overpacked in Hagan can 

• Disadvantage: Need to be periodically 
recalibrated/NDT- typically once/5 yrs 
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Pu-238 Heat Standard Certificate 
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Pu-238 Heat Standards 

• Provide a Test of All Elements of the 

Calorimeter System 

– Heat Distribution Errors 

– Heater Lead Errors, Readout Accuracy (DVM) 

– Operator 

– Software 

– Etc. 
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Pu-238 Heat Standard 

Performance 
Replicate measurements over 30 years (275 heat standards) indicates < 0.01% 

RSD systematic error for > 0.1 W standards 
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Electrical Heat Standards 
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Electrical Heater Standards 

• Traceability to National Standards (V, ) 
– US National Institute of Standards and Testing 

• Advantages 
– No radioactive material 

– Variable power can be used with same hardware, 
built-in heaters possible  

• Disadvantages 
– requires calibrated electrical equipment, periodic 

recalibration required 

– Measurement more error prone than Pu-238 

– Unreliable precision estimate 
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Differences in Standard 

Performance 

Calendar Year
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Heat Standards are Used to 

Measure Calorimetry Errors 

• Vendor Testing (initial) 
– Precision (random)  

– Bias (fixed)  

– Baseline variations (random)  

– Heat distribution error (both) 

– Heater lead errors (fixed), 

– Weight Effects (both) 

• User Testing (continuous) 
– Precision (random)  

– Bias (fixed)  
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Standards Used to Determine 

Precision of Calorimeter 
Plot
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Standards Used to Determine Bias 

of Calorimeter % BIAS By POWER(Watts)
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II. Measurement Quality 

• Environment 

• Physical Effects 

• Calibrations 

• Equipment 

• Troubleshooting 
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Comments 

• The end result of a calorimeter run is a value, such 
as an average voltage. 

• What does the value mean to us as an operator? 

• How can we quantify and express our confidence in 
the value? 

• What can degrade or improve the accuracy and 
confidence of the value? 

• Look at the parameters that affect the QUALITY of 
the measurement 

• How do we determine if a problem exists? 

• How do we Identify the problem? 
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Parameters Affecting  

Quality of Measurement 

• Environment 

• Item weight 

• Item loading 

• Convection air 

currents 

• Power line noise 

• Calibration 

• Quality/condition of 

the calorimeter 

• Administrative issues 

 



18 

Environment 

• Temperature 

– Of room 

– Of bath 

– Of electronics 

– Of source 

• Room humidity/air pressure 

• Vibrations 

• Magnetic fields 

• EMFs 
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Source Weight 

• Strain on sensing element 

– A nickel-winding Wheatstone bridge 
calorimeter is also a strain gauge 

– If the weight of the item is transferred through 
the sensor windings, this will change the 
bridge potential 

– Test:  compare baseline value when empty to 
baseline value when filled with a large, non-
power producing mass 

• Damage from careless insertion 
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Item Loading 

• Slow, careful loading improves calorimeter 
measurement quality 

– Improves precision of repeated 
measurements 

– Reduces chances of damaging the 
calorimeter 

• Forcing the can/plug into the calorimeter 

– Strains the calorimeter (Wheatstone bridge) 

– Increases chances of the can sticking in the 
calorimeter 
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Heat Distribution Error 

• What is heat distribution error? 

• How to check for it? 

• How to correct for it? 

• Can it be prevented? 
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0.202 V 

0.200 V 

0.197 V 

   Item          Calorimeter 

Position            Output 
Heat Distribution Error; a 

change in output due only to 

a change in source position 

 

Test:  measure the same 

source in different positions 

within the calorimeter 

 

Correction:  Determined from 

the testing procedure 

 

Prevention:  Good heat flow 

design in the calorimeter will 

prevent heat distribution error 
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Convection Air Currents 

• Currents build up and collapse over time 

• Effect significance depends on item power 

and volume of void space in can 

• Convection effects can be eliminated by 

breaking up the air volume 

– Calorimeter can inserts 

– Crumpled Aluminum foil 
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Power Line Noise 

• How does it appear in calorimeter output? 

– Lower precision 

– Increased bias 

• Potential sources of power line effects 

– Power supply tests (large V or I) 

– System maintenance 

– Load changes 

– Equipment failure (shorts) 
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Calibration 

• Calibrate with certified standards 

• Calibration range should cover intended 

range of use 

• Multiple measurements at each power are 

desirable (preferably ≥5) 

• Errors in calibration will affect every 

measurement made with the calorimeter 
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Quality/Condition of the 

Calorimeter 

• Calorimeters are high-precision 

instruments; they require careful handling 

and operation 

• Maintenance of electrical contacts is 

especially important 

• With proper care, a calorimeter can last for 

decades with little change in sensitivity 
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III. Error Analysis 
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Calorimeter Error Model 

• Error Model: 
Wi = m + b + ei + (HDE +HDEi ) + HLE + (Wt + Wti )  
      Wi = Measured Power 

 m = True Power 

 ei = Precision (random)  

 b = Bias (fixed)  
• Note:Baseline variations(random): contained in precision   

        HDE, HDEi = Heat distribution error (fixed and random) 

        HLE  = Heater lead errors (fixed), 

       Wt, Wti = Weight Effects (fixed and random) 

• Standards are used to quantify 
precision & Bias 
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Effects Due Primarily to 

Calorimeter Design 

• Heat Distribution Error (HDE) 

• Heater Lead Errors (HLE) 

– if internal heater used for calibration 

• Weight Effects 
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Heat Distribution Errors 

Heat Distribution Error Test for Mound Cal 231 
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Correcting for HDE in Cal 231 

• Minimize Bias by 
– Positioning items in the middle 

– Never Placing items in the bottom (if possible). 

• If the location of heat is known, make a bias 
correction. 

• Calibrate with standards in the same position as 
unknowns. 

• Include HDE in error limits as appropriate.  
– Increase random error limits if different containers are 

used. 

– Increase systematic error limits if same type 
containers are used. 
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Heater Lead Errors 

• Due to heat generated in leads when 

internal heater is used 
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Elimination of HLE 

• Heat in leads canceled by twin design 

 VH 

Side Two Side One 

Current Flow 
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Weights Effects 

Wheatstone bridge sensors only 

• A constant weight causes a fixed effect 

(bias) 

• A variable weight causes a random effect. 
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Example of a Weight Effect 

Baseline Shift (microVolts) By Weight(kg)
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Weight Effect:Example 

• If the baseline was measured with zero 

mass then the addition of a 7 kg object 

drops the baseline 40 mV 

• For a calorimeter with a sensitivity of 

approximately 10,000 mV/Watt this 

corresponds to a 

  bias = 40mV/10,000 mV/W=0.004 W, 

equivalent to 1.5 grams Pu(6%Pu-240)  
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Errors Due to Calorimeter Design 

Flaws Usually Small  

• Wi = m + b + ei + (HDE +HDEi ) + HLE + (Wt + Wti ) 

 

• Wi = m + b + ei + (HDE +HDEi ) + HLE + (Wt + Wti ) 

 

• But the magnitude of the HDE(i) , HLE (i) 

and Wt(i) error components should be 

quantified (normally negligible).  
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Precision and Bias Determined by User as 

Part of Measurement Assurance Program 

• Wi = m + b + ei 

Bias Precision 

Systematic Error(s sys) Random Error(s random) 

(s total) 
2 = (s sys) 

2 + (s random) 2 

  

Total Error (s total)  
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Systematic Error 

• Uncertainties in the model used to 

calibrate the calorimeter. 

– Example:  linear function used when the data 

are really polynomial 

• Uncertainties in the calibration of the heat 

standards.  This is often very small, about 

0.02%. 

• Chemical reactions 
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Random Error 

• Random errors result primarily from 

electrical noise or changes in the 

environment surrounding the calorimeter 

and generally the effect of the error 

decreases as the item power increases. 

• Repeated measurements of the power 

from sources of known heat are used to 

estimate the mean and standard deviation 

of the random error component. 
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Example Data Set for Precision 

and Bias Measurements 
• Data from Automated Plutonium Assay System(APAS) 

built and tested at Mound in 1976-1977. 

• Built to Measure MOX(PuO2-UO2,26% Pu) fuel for FFTF. 

• Calorimeter:  

– 2 Twin-Bridge Calorimeters, Over-Under, Water Bath  

– Servo-Controlled, Pre-conditioned items 

– 1 Hour Measurement time, 1 Liter items, up to 1 kg 
MOX, ~7 cm diameter x 16 cm high calorimeter 
containers 

– Robotically Loaded/Unloaded Items 

– Ran Continuously for 56 days, 24 hrs/day 

– 2 Cal System Could Measure ~4 Metric Tons of 
Pu/Year Throughput with maximum can loading 



42 

Precision and Bias Determined by 

Replicate Measurements 
 Cal 1: 1.5 W stnd. bias(Watts) By Number
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Precision and Bias Power 

Dependent 
 Cal 1: 1.5 W  stnd. bias(W atts) By Number
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 Cal 1: 0.1 W  stnd. bias(W atts) By Number
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 Cal 1: 0.8 W  stnd. bias(W atts) By Number

 C
a
l 
1
: 

0
.8

 W
 s

tn
d
. 

b
ia

s
(W

a
tt

s
)

-0.0010

-0.0005

0.0000

0.0005

0.0010

0 10 20 30 40 50 60

Number

Mean Fit

Mean Fit

Mean

Std Dev [RMSE]

Std Error

SSE

-0.00002

0.000489

0.000068

0.000012

Bias = 0.000521 

Precision = 0.000479 

Bias = -0.00002 

Precision = 0.000489 

Bias = -0.00018 

Precision = 0.00069 



44 

Precision and Bias Estimates 

for APAS Calorimeter 1 

Standard

ID

Power

(Watts)

Precision

(Watts)

Relative

Precision

(%RSD)

Bias

(Watts)

Relative

Bias(%RS D)

0.1W 0.092 0.000479 0.52 0.000521 0.57

0.2WD+

   0.5WH

0.687 0.000489 0.071 -0.00002 - 0.000029

1.5WB 1.418 0.00069 0.049 -0.00018 - 0.013
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IV. Calorimeter Measurement 

Control 
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What is Measurement Control? 

• A Measurement Control (MC) Program is 

an integrated system of procedures and 

activities used to assure that a process 

generates results of a sufficient quality for 

its intended use. 

• MC program must meet user needs 

• MC programs contain both technical and 

administrative aspects. 
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Why do Measurement Control? 

• Assure the validity of measurements. 

• Monitor the stability of instruments and 

calibrations. 

• Evaluate the uncertainty of 

measurements. 
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Monitor Instrument Stability 
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Administrative Aspects 

• The administrative aspects of the MC program 

provide the necessary checks and balances to 

assure an effective program. 

– Formal organization and division of responsibilities via 

written procedures. 

– Training and qualification of personnel. 

– Reviews and audits. 

– Document out of control conditions and corrective 

actions. 

– Ensure corrective actions are timely 
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Independent Audits 

• The following areas should be 

evaluated: 

–Organization and management 

–Policies and procedures 

– Training and qualification 

–Measurement and data collection process 

–Documentation 
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Technical Aspects of the MC 

Program 
• Identify relevant measured parameters to 

be controlled or monitored. 

• Meet user needs for throughput, accuracy, 
and precision. 

• Perform control and/or standards 
measurements. 

• Aids in identifying sources of error. 

• Assess and analyze measurements to 
determine measurement quality. 
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Effect of Operator on Random 
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Use of Control Measurements 
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Data Analysis and Problem Solving 

Standard Watts
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Other Measurements 

• Measurements of baselines and 

calorimeter sensitivity may be used to 

provide an indication of instrument 

stability. 

• Environmental parameters such as room 

temperature, humidity, or line voltage may 

affect instrument performance and could 

be used as control measurements. 
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Baseline Measurements 
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Typical Control Chart 

Measurement Date
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Analysis methods include control charting of the data and statistical analysis. 
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Assessment and Analysis 

• A person familiar with the instruments 

must examine the data from time to time. 

• Analysis methods include control charting 

of the data and statistical analysis. 
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Unattended Measurement Systems

LA-UR-14-24920



Operated by Los Alamos National Security, LLC for the U.S. Department of Energy's NNSA

UNCLASSIFIED

– Permanently installed at a facility to be 
safeguarded

– Takes continuous data measurements of 
safeguards-relevant nuclear materials and 
facility processes

– No human intervention with the system for 
long periods of time

– Sustains harsh environmental conditions

– Highly reliable

Characteristics of Unattended 
Measurement Systems (UMS)
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– Secured in tamper indicating enclosures to 
prevent unauthorized access

– Uses a variety of sensors: radiation, pressure, 
temperature, flow, vibration, weight

– Nuclear: neutron, gamma, coincidence, 
spectrometry

– Non-nuclear: temperature, pressure, weight

– Data is interpreted to draw safeguards 
conclusions1

Characteristics of Unattended 
Measurement Systems (UMS)

1 From Introduction to Unattended NDA Measurement Systems, K.A. Kaminski, IAEA, March 30, 2012
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What does a UMS look like?

Architecture of an Unattended Remote Measurement System

InternetDetector/Sensor 
Enclosure

Tamper Indicating 
Conduit

Uninterruptible 
Power Supply

Data Acquisition 
Module

Local Storage

Local Collect Machine

Ensures that system-critical 
components continue to run, 
even in cases where power is 

out

VPN Box with 
Internet Connection

Remote Data Center

Authenticated/
Encrypted Data 

Transfer
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What does a UMS look like?

Architecture of an Unattended Remote Measurement System2

2 IAEA-ESA Collaboration: Setting up an Operational Service for the Safeguarding of Nuclear Facilities, J. Regula, IAEA, April 6, 2011 
http://artes-apps.esa.int/sites/default/files/1.6.3%20-%20Regula%20-%20IAEA.pdf
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– Neutron
• He3 tubes

• B-10 tubes

• Fission chambers

– Gamma
• Ion Chambers

• Si detectors

• CZT detectors

• Scintillating fiber

• HP-Ge detector

• NaI, LaBr

NDA sensor types

LA-UR-14-24920



Operated by Los Alamos National Security, LLC for the U.S. Department of Energy's NNSA

UNCLASSIFIED

– Ultrasonic

– Temperature sensor

– Pressure sensor

– Load cell

– Magnetic switch

Flow Sensor types
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– Cameras

– Electronic Seals

– RF seal networks

Other Sensor types
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IAEA UMS categories

1. MiniGRAND-based systems

– Provides gross neutrons and gammas

2. Shift-register-based systems

– JSR-12 collecting neutron coincidence data

3. VIFM-based systems

– Provides gross neutrons and gammas

4. SEGM-based systems

– Provides gross neutrons and gammas

LA-UR-14-24920



Operated by Los Alamos National Security, LLC for the U.S. Department of Energy's NNSA

UNCLASSIFIED

IAEA UMS categories (cont)

5. MUND-based systems

– Provides gross neutron or gamma (single 
channel/portable)

6. ATPM-based systems

– Temperature and flow data for power output

7. SMMS-based systems

– Pressure measurements for solution monitoring

8. Other

– Anything else not included in other categories

LA-UR-14-24920



Operated by Los Alamos National Security, LLC for the U.S. Department of Energy's NNSA

UNCLASSIFIED

Important Features of a UMS

 Continuity of Knowledge (CoK)
– The system must assure that no safeguards data is 

lost in cases of power outages, network outages or 
other unforeseen anomalous events

 Authenticity of data is
– Any breach of the system or its components are 

detected and logged (tamper-resistant conduit and 
seals)

– Data is authenticated and networks are designed to 
prevent spoofing of data
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Components of UMS in Detail

Acquisition

• Instrument-level collection of data onto storage media: radiation, 
pressure, temperature, flow, etc.

Collection

• Local PC collects data, storing to media in files.  Uses collect 
software to download and store data.

Review

• Analysis of data files to determine quantitative results, item counting, 
item movement, MBA accountancy.  Uses review software to 
analyze data and produce results.
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Acquisition Components

Integrated authentication/encryption with radiation-hardened electronics 
and tamper-resistant housing.  Manufactured by Canberra Industries.

DCM-14 and NGSS Surveillance Systems 

* Photos from: http://www.canberra.com/products/safeguards_surveillance_seals/surveillance-systems.asp
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Acquisition Components

3 pulse counting channels + 2 current sensing channels for gross 
neutron and gamma sensors.  Also capable of triggering and data 
filtering.  Manufactured by Canberra.

MiniGRAND-based Systems

* Photo from: http://www.canberra.com/products/safeguards_surveillance_seals/surveillance-systems.asp
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Acquisition Components

Used to measure coincidence and multiplicity data.  Although JSR-15 is 
used in unattended mode by Euratom, IAEA has only authorized the 
use of the JSR-12 in unattended mode.  Neither have onboard data 
storage.

Shift register-based Systems

* Photos from: http://www.canberra.com/products/safeguards_surveillance_seals/surveillance-systems.asp
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Acquisition Components

8 pulse channels and Ethernet interface for local or remote data 
retrieval.  Using current-to-pulse converter, can also be modified to 
collect gamma data.  Manufactured by BOT Engineering.

BOT-based Systems

• VIFM

• SEGM

• NGAM

* Photos from: http://www.botengineering.com/news.html
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Acquisition Components

Single pulse channel with integrated high voltage and data logging 
channel for exterior sensor.  Newer version being released this year 
also acquires gamma spectra.  Manufactured by Quaesta Instruments.

MUND

• Used in portable
applications

* Photo from: http://quaestainstruments.com/category/news/
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Acquisition Components

Power output monitoring instrument.

ATPM

• Power monitor
used in research
reactors

* Photos from: http://www.iaea.org/Publications/Booklets/TeamingInspectors/applying.html
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Acquisition Components

Measurements of volume and pressure used to monitor nuclear 
solution processes.

Solution Monitoring

• Varies from facility
to facility.

* Photo from: http://jolisfukyu.tokai-sc.jaea.go.jp/fukyu/mirai-en/2007/8_1.html
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Collection Components

Software running on an industrial PC which polls, downloads and 
stores raw data for remote transfer.  As technology advances, this 
component may be done away with entirely and run remotely instead.

Multi-Instrument Collect
• LANL-developed

• MiniGRAND, JSR-12

VIFM/NGAM Collect
• Bot-developed

• VIFM, NGAM, SEGM

Other collect software
• ATPM, Surveillance, etc.
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Collection Components

VIFM/NGAM Collect

• Bot-developed
• VIFM, NGAM, SEGM
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Collection Components

Other tools

• ATPM, SMMS
• Custom collection software
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Why Collect Data Locally/Remotely?
Historically, technology limitations have required local collection

• Instruments did not have much on-board, non-volatile storage 
capacity

• Instruments were not network ready out of the box (serial 
communication)

Operational limitations

• Data sharing sometimes requires that data be shared with operators 
before being transferred remotely

• Some sites were more difficult to network than others

These limitations are generally subsiding

• Fast, reliable networks are widely available

• On-board storage for instruments is not cost-prohibitive

• More instruments are designed to be network-ready
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On the Horizon

• The IAEA has defined a new standard for instrumentation that 
encapsulates its remote data requirements.  It encapsulates:

• Data authentication requirements

• Data transmission requirements

• HTTP protocol with a modified push/pull architecture

• Data encryption requirements

• This standard can be used by any instrument developers to better 
meet the future needs of the IAEA

• RAINSTORM

• Real-time and Integrated Stream-Oriented Remote Monitoring
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Why UMS progresses more slowly than 
other technologies
• Constraints of near-real-time collection must be robust

• Instruments and software used for UMS must have proven 
ability to operate under extreme conditions (temperature, 
radiation hardness, under power failure) without losing 
safeguards CoK

• Many of the IAEA’s instruments are custom-developed for 
safeguards purposes

• Long development cycles lead to long-term use of trusted 
solutions

• Upgrading systems is logistically difficult

• IAEA has hundreds of fielded systems.  Upgrading/updating 
these systems takes time.
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Review Component

Once data is available (on-site or at the remote 
data storage), inspectors need to analyze it.

• Quantitative and qualitative analysis

• State-of-Health (SOH) reporting

• Process monitoring

• Material accountancy

LA-UR-14-24920
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The Remote Data Center

Remote data collection is happening for sites all 
over the world.  This data collection system must 
be:

• Reliable

• Robust

• Report any problems to technicians for possible 
maintenance activities
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NDA Data Review

Radiation Review

• Used to analyze 
MiniGRAND and 
JSR-12 data

• Finds events based
on thresholds

• Some direction 
analysis available
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NDA Data Review

INCC

• Use Events
found
with Radiation 
Review
to calculate
mass
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NDA Data Review

VIFM (NGAM/SEGM)
Review

• Used to analyze
BOT data

• Bundle counter

• Core discharge
monitor
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Surveillance Data Review

GARS or NGRS

• Used to analyze
DCM-14 or NGSS
images

• Decryption

• Authentication
verification
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Other Review Tools

As you can imagine, since individual vendors 
developed the instrumentation, there are many 
other review applications.

• ATPM Review

• SMMS application
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On the Horizon

In an effort to minimize the cost, maintenance and 
training requirements for data review, the IAEA is 
currently working with Euratom to develop an All-
in-One Review tool. Integrated Review and 
Analysis Program (iRAP).
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iRAP

• LANL is now modularizing INCC for use in the 
iRAP program

• On-line enrichment algorithm

• Built in spectral viewer, automated comparison 
of data to operator declarations

• Surveillance data will be integrated in ~1 year
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How this all comes together

• A single UMS is rarely used on its own

• Safeguards requirements will usually use a 
number of UMS’ to monitor different processes 
and areas of a facility

• Potential diversion areas

• Storage areas (monitor for continuous 
background)

• Material balance

• Material accountancy throughout the facility-
process flow
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UMS Systems – An Example

Establishment of the 
Safeguards Approach at 
Rokkasho Reprocessing 
Plant (RRP), Iwamoto, 
T., Ebata, T., Fujimaki, 
K. and Ai, H., JNFL, 
2006, 
http://www.webetc.info/p
nc/2006-
Proceedings/pdf/061001
5final00362.pdf
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Remote Monitoring
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What is Remote Monitoring (RM)

• Secure, reliable, economical communications 
from facility to the IAEA or Euratom to transfer 
surveillance, radiation and seals data.

• State-of-Health monitoring when in full RM 
mode.

• Saves inspection effort, limits exposure and 
operator interruption, monitors equipment and 
allows remote reconfiguration and 
troubleshooting.
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History of RM

• Since first systems installed in 1999, the 
number of remotely monitored systems has 
steadily grown.  

• There are currently over 200 systems in over 20 
countries being remotely monitored by the 
IAEA, and many others monitored by Euratom.

• Gigabytes per day are downloaded at IAEA 
headquarters.
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Communications Options for RM

* Image from IAEA-ESA Collaboration: Setting up an Operational Service for the Safeguarding of Nuclear Facilities, J. Regula, IAEA, April 6, 2011
http://artes-apps.esa.int/sites/default/files/1.6.3%20-%20Regula%20-%20IAEA.pdf
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Costs for RM

• ADSL line ~$50-200/month (plus installation)

• LAN sharing – practically free

• Analog phone connections: Can be hundreds of 
dollars/month depending on data volume.
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Virtual Private Networks
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Approved VPN Devices

• Juniper SSG-5 for remote installations

* picture from: hhtp://www.juniper.net  
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Data Flow to IAEA Headquarters

* Graphic from: IAEA-ESA Collaboration: Setting up an Operational Service for the Safeguarding of Nuclear Facilities, J. Regula, IAEA, April 6, 2011
http://artes-apps.esa.int/sites/default/files/1.6.3%20-%20Regula%20-%20IAEA.pdf
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Why remote monitoring is valuable

• Saves technician visits

• Able to start/stop services or perform reboots 
remotely.

• More secure than hand carrying data.

• Cost-effective for the IAEA

• Operators gain benefit (potentially) of fewer 
inspector visits disrupting work

• Inspectors can review data at headquarters 
before an inspection
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On the Horizon

• The use of remote monitoring is expected to increase in coming 
years

• New facilities are better equipped to provide network 
infrastructure

• It is now becoming an IAEA standard requirements of 
safeguard-by-design criteria and safeguards planning

• It is cost-effective

• It can reduce travel costs, especially to some of the more 
remote sites the IAEA monitors
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Equipment for CoE

Equipment for CoE was specified quite a long time 
ago.  Therefore, we have updated the equipment 
to keep up with technology changes and give you 
the most state-of-the-art unattended and remote 
monitoring system available.

There were 66 original items on the list for the 
UMS lab.
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Equipment list

2 – Cabinets for unattended equipment

4 – 2 collect PC’s in each cabinet
(for redundancy)

2 – UPS units

2 – VPN boxes

2 – Copies of the MIC collection software

1 – Copy of the VIFM collection software

13
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Equipment list (cont.)

Review stations for UMS analysis

2 – Copies of the Radiation Review Software

2 – Copies of the INCC software

1 – Copy of the VIFM Review Software

1 – Printer

1 – Copy of the VIFM collection software

1 – Copy if the iRAP software

1 – Copy of the GARS review software

9
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Equipment list (cont.)
Data acquisition modules

2 – NGSS Camera systems

1 – NGAM

1 – MiniGRAND

1 – JSR-12

2 – ID Cameras

1 – MUND NPM device

2 – Quaesta data loggers

1 – MUND NPM device with spectroscopy

11
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Equipment list (cont.)
Sensors

2 – He3 tubes

2 – NaI detectors

2 – current->pulse converters

1 – JSR-12

1 – PHNC neutron detector

1 – MUND NPM device

2 – Break-beam sensors

2 – BMS switches

13
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Equipment list (cont.)
Sensors (cont.)

2 – temperature sensor

8 – Gamma sources

8 – RFID tags

1 – Neutron sources

1 – Compumotor mechanical device

20

Total number of devices for lab: 66

LA-UR-14-24920
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Questions?

LA-UR-14-24920
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Active Multiplicity Counting

Based on 
ACTIVE NEUTRON MULTIPLICITY COUNTING
N. Ensslin, W. H. Geist, M. S. Krick, and M. M. 

Pickrell
LA-UR-07-1403 (1 March 2007)
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Spontaneous Fission

Nuclide Specific Intensity [n/(g.s)]

234U 0.005

235U 0.0003

236U 0.0055

238U 0.0136

238Pu 2590.

239Pu 0.022

240Pu 1020.

241Pu ~0.05

242Pu 1720.

241Am 1.18

252Cf 2.34E+12

Uranium spontaneous fission 
emission rate is very small.  
Generally not useful for NDA 
except for large quantities of 
238U  
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 Some AmLi neutrons enter the 
item and cause fission

 These induced fissions play the 
role of spontaneous fissions in 
normal passive coincidence 
counting

 Fission rate depends on 
“coupling” of AmLi neutrons to the 
235U in the item (probability that a 
source neutron causes fission)

What Happens in the AWCC?
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Complex calibration 
curve shape due to 
self-shielding and 
neutron multiplication
(sensitive to the 
geometry and 235U 
density of the item)

AWCC - Fast Mode Calibration



Operated by Los Alamos National Security, LLC for the U.S. Department of Energy's NNSA

UNCLASSIFIED

 To obtain accurate results with the calibration curve approach, 
the calibration standards must be representative of the assay 
items (enrichment, density, geometry, and material 
composition)

 For large mass HEU metal items, variations in the geometry 
of the items will change the self-multiplication dramatically 
and cause large biases in the assay result. In general, the 
measurement bias will increase as the characteristics of the 
calibration standards and assay items diverge.

 The goal of active neutron multiplicity counting is to use both 
the Double and Triple coincidence rates to provide a new 
measured parameter that solves for sample self-multiplication 
and thereby removes most of the bias caused by irregular 
sample geometry and density. This technique is much less 
sensitive to differences between the standards and the 
unknowns.

Limitations of the Active Calibration Curve
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Analogy with Passive Counting “Known 
Alpha” = Multiplication Correction

Use singles and doubles to 
deduce a “multiplication” 
correction that linearizes the 
calibration.  Works well for 
pure oxides, metals,  and 
fluorides. Still need 
standards.

240Pu-effective (g)
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The calibration is dependent on
• Known material type
• Isotopic values
Where it is possible, 
multiplication correction 
improves passive 
measurements. In the 
active case we can also 
determine multiplication.
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 Passive multiplicity analysis uses neutron Singles, 
Doubles, and Triples count rates to solve for 
plutonium mass, multiplication, and alpha

 Active multiplicity analysis was developed to 
provide a similar capability for uranium.

 The Doubles and Triples count rates are used to 
solve for the sample multiplication and the induced 
fission rate.  (The singles rate is not used because it 
is dominated by the large background from the AmLi
interrogation sources)

Active Multiplicity
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 More complex than passive multiplicity counting 
because there is an additional new parameter: 
the interaction of the AmLi source neutrons with 
the assay sample - called the “coupling.” 

 The 235U mass depends on both the induced 
fission rate and the "coupling," and this 
parameter must also be determined

Coupling Parameter
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 Measurement of kilogram quantities of HEU in metal, irregular metal scrap, 
or very impure oxide form. Uniform metal pieces of constant geometry are best 
assayed with conventional coincidence counting because of the better precision 
of the doubles rate. 

 Verification of uranium weapons components or weapons assemblies. 

 Assay of 5A UF6 cylinders containing 10 to 20 kg of HEU. Measuring the self-
multiplication may make it possible to correct for variations in the UF6 shape 
that occur during freezing.

 Accountability or verification of the HEU mass in U/Pu metal scrap, U/Pu
oxide, high density U/Pu waste, or HEU metal contaminated with Pu. 

 Measurement of alternative nuclear materials such as U-233 oxide, Np
metal, or Np oxide. This may require development of additional NDA techniques 
such as combined neutron/gamma-ray/calorimetry or new active/passive 
neutron-based approaches. 

Potential Application Areas I
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 Shipper/receiver verification or inventory verification of HEU stored in 
shipping containers. These are often shielded for personnel dose reduction, 
making the measurements very difficult. This may require development of new 
capabilities utilizing neutron generator-based NDA with associated particle 
imaging. 

 Accountability, verification, or outlier resolution of high-density HEU 
scrap/waste, low-density HEU scrap/waste, and remote-handled waste for 
safeguards termination. Better active/passive techniques that provide matrix 
and geometry-independent results may be required. 

 Accountability or verification measurements of un-irradiated, non-self-
protecting U/Pu fuel assemblies, HEU fuel rods, and U-233 fuel assemblies. 

Potential Application Areas II
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 More accurate assay for some samples (less 
bias)

 Fewer representative samples needed

 Measurement time (1000s) less than 
calorimetry or DA

 Longer measurement time than coincidence 
counting (100-300s)

 Complex analysis (coupling parameter)

Advantages and Disadvantages
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Basic Equations

s= t

in INCC
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Multiplication Effects

i= f

in INCC
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 Triples/Doubles is a good measure of 
multiplication (fission rate cancels)

 Authenticates uranium samples

Self-Multiplication
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F= C × m × Y

F = fission rate in sample from AmLi neutrons

C = coupling

m = 235U mass

Y = AmLi source total yield (2 sources)

Coupling depends on item geometry, 235U density, 
chemical and isotopic composition and position 
in chamber.

Definition of Coupling
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Empirical             C × Y = a + b/m(1/3)

Monte Carlo       C=a-b(M-1)/(1+c(M-1))

Expressions for Coupling
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 The active multiplicity option in INCC can determine the neutron 
multiplication from the triples/doubles ratio

 Using a separate spreadsheet, the sample coupling is obtained 
from the previously determined curve of coupling as a function of 
multiplication M. This curve should incorporate the AmLi neutron 
source strength Y. 

 The rate, F, of AmLi-induced fissions in the sample is obtained 
from the doubles count rate  corrected for self-multiplication

 The 235U mass, m, is obtained from m=F/CY. If the relationship for 
coupling involves the uranium mass, m, as well as the multiplication 
M, then the solution for m can be obtained by iteration or by 
developing a new analytical equation that solves for m in closed 
form. (The small corrections for cosmic-ray induced spallation and 
238U spontaneous fission may also require iteration.) 

 The total uranium mass is the result, m, divided by the enrichment. 

Analysis procedure
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The measurement precision in 
the triples/doubles ratio and the 
resultant multiplication, M, is 
provided by INCC

The final uncertainty in the 235U 
mass is not. 

The dominant source of 
counting uncertainty is usually 
the Triples, so this can be 
estimated and propagated in the 
final spreadsheet analysis. This 
would provide a value for the 
final measurement precision.

Precision

RSD for 1000s counting time
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Performance

before Multiplication 
correction

after Multiplication correction
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 HEU disks 
with Al metal 
spacers

Monte Carlo Test I Configuration
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Monte Carlo Test I Results
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 Uranium oxide and metal samples

Monte Carlo Test II results
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 Uranium oxide mixed with random metal spheres

Monte Carlo Test III results
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 More robust assay than conventional 
coincidence counting

 Reduced need for representative samples

 For example, unbiased results for uranium oxide 
and metal – but reduced counting precision

 Can compare both methods (like passive 
calibration curve and ‘known alpha’)

Expectations
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OTHER SLIDES
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The Point Model Equations

S =m FM (1+)

D =m F( f /2)  (M)   +[(M-1)/( -1)] (1+) 

T =m F (f / 6)  (M)   +[(M-1)/( -1)] [ 3 

 (1+)  +3[(M-1)/( -1)]    (1+) 
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s1 i3
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s1 i2
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d
t

n1

n2

n3

= ratio of (alpha, n ) neutron rate to the spontaneous fission rate

where: = detection efficiency
= fraction of doubles in the coincidence gate
= fraction of triples in the coincidence gate
= spontaneous fission rate  473.5 f/s/g
= average number of neutrons produced per fission event

(n=s ‐‐ spontaneous fission, n= i ‐‐ induced fission) 
= average number of neutron pairs produced per fission event
= average number of neutron "triplets" produced per fission event

M = fission multiplication
m = Pu240 effective mass
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The Point Model Equations

S =m FM (1+)
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M = fission multiplication
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Fissio
n rate
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Point Model Equations
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Mathematics of Multiplicity Theory

Peter A. Santi

Los Alamos National Laboratory 

Safeguards Science and Technology Group (N-1) 

LA-UR-05-8866
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Outline

• Origins of Multiplicity Equations
– Generation of Neutrons in Sample
– Standard Point Model
– Incorporation of additional effects into the 

theory
• Effects of Assumptions in Standard Point Model 

on Assay Results
• Recent developments in Multiplicity Theory 
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Neutron Multiplicity Counting

The purpose of Neutron Multiplicity Counting is to use the 
multiplicity distribution of neutrons emitted from a sample 
containing Special Nuclear Material (SNM) as a means for 
determining the amount of SNM that is present within the 
sample.

It is essential that the theoretical model that is used to 
interpret the measured probability of the sample emitting n
neutrons (E(n)) accurately describes the physics that is 
ongoing in the sample.

Note that n is an integer number, and E(n) has discrete 
values for each value of n.
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Probability Generating Function

A formal power series whose coefficients encode 
information about the probability that a discrete 
random variable is exactly equal to a particular non-
negative integer. 

If r(n) is the probability for the realization of the integer 
random variable n, then the probability generating 
function (PGF) f(u):
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PGF Examples

Two simple examples of PGF’s:

)()( cuuf 

Example 1: The PGF of a constant (n=c)

Example 2: The PGF of a binomial random variable after T
trials with probability s of success after each trial
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Relevant Properties of PGF
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Mr(i) – ith factorial moment of r(n)

2) For two independent random integers, n1 and n2

with PGF’s f1(u) and f2(u), then for the sum n=n1+n2

)()()( 21 ufufuf 

3) If gc(u) is PGF formed with the conditional probabilities 
r(n|c) which describe the probabilities that variable takes 
the value n under condition c and if the probability of 
condition c occurring is Pc then the PGF for n is:
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Verification of PGF Property 3
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Definition of PGF

Examples of r(n|c) and Pc:

r(n|c) – probability of n
neutrons being produced 
from induced fission

Pc - probability of induced 
fission occurring in sample

Let
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Neutron Generation in Sample

s
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K. Böhnel Nucl. Sci. Eng 90, 75 (1985)

Event Rate from Sample:

- Spontaneous fission rate

- (α,n) reaction rate

Probability of emitting ν neutrons from a source event in sample:

)(spq

Assumes neutrons from both sources (spontaneous fission 
and (α,n)) can be treated equally.

-Probability of emitting  
ν neutrons from 
spontaneous fission
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PGF for Multiplicity

The PGF for the number of neutrons generated from 
a source event (Spontaneous Fission or (α,n)):
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and the PGF for the number of neutron generated 
from induced fission:
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qi(n) - probability of emitting n neutrons from 
induced fission 
(Assumed to be energy independent)          
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Induced Fission in Sample

Let P ->probability that a neutron induces fission in the 
sample =>

(1-P) ->probability that a neutron leaves the system
(includes neutrons that leave system via reactions
in the sample itself)

In reality, P depends on the position of the neutron in the 
sample and the momentum of the neutron:

),( prP


To simplify the calculation, will assume all neutrons in 
the sample have same probability of inducing fission in 
the sample. (energy independent, point model)
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One Source Neutron

Consider one initial neutron in the sample. If l(n)
describes the probability that n neutrons leave the 
sample as a result of one neutron, than the PGF for 
the system is:
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If the item has s initial neutrons which behave 
independently, 
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Neutrons leaving system

In the case of a system with a finite probability of a 
neutron inducing fission, the PGF for the number of 
neutrons of all generations that leave the system due to 
one source neutron is : 
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For simplicity, rename h1(u) to h(u)
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PGF for Multiplying Sample

Introduce new function H(u) which is the PGF for the number 
of neutrons leaving system as a result of a general event:
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E(n) – probability of n neutrons leaving 
system as a result of a source event.
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Moments of the Neutron Distribution

The first 3 factorial moments of E(n) are determined from the PGF 
H(u) as follows:

1st factorial moment
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First Factorial Moment

Now since h(u) is a PGF => h(u=1)=1=>
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-First factorial moment of 
induced fission neutron distribution 

-Leakage Multiplication
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fission neutron distribution
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of neutron capture in sample)
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2nd Factorial Moment
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2nd Factorial Moment

Thus:
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Note: νi2 - 2nd factorial moment of induced fission neutron distribution
νs2 - 2nd factorial moment of spontaneous fission neutron distribution 
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3rd Factorial Moment
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3rd Factorial Moment
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3rd Factorial Moment
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The same process is used to derive the higher order 
moments of the distribution (Quads, Quints, etc.)

Note that we can get back to the probability distribution 
E(n) from the PGF by
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Calculating Neutron Rates

From these factorial moments of the neutron distribution, 
we can calculate the rate (Rn) at which the number of 
neutrons escape the sample per unit of time in groups of n.

!
)(

n

sM
R nE

n 
!

1

n
- corrects for multiple counting   
of the same event

We can then use these rates to determine the unknown 
quantities of the sample (ssp, sM)

The values of the spontaneous fission and induced 
factorial moments (sn and in, respectively) is dependent 
on the composition of the item being measured.
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Simple Example: Cf source

In the case of a 252Cf source which decays via 
spontaneous fission and which contains no impurities 
(s=0) and no isotopes which undergo neutron induced 
fission (P=0 => M=1), then:

6!3

2!2
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E

ssM
TR

ssM
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s
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with:   S – Singles

D – Doubles
T – Triples

For 252Cf:   s1 = 3.757
s2 = 11.948
s3 = 31.636

Values from Holden and Zucker, BNL-36467
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Pu Sample

In general, Pu samples contain several isotopes which decay via 
spontaneous fission (238Pu, 240Pu, 242Pu). An effective 240Pu mass 
(m240,eff) is introduced which corresponds to the mass of 240Pu that 
reproduces the Doubles counting rate that is obtained from all even 
mass Pu isotopes in the sample: 

242240238,240 68.152.2 mmmm eff 

where the coefficients for 238Pu and 242Pu are:

52.2
240,2240

238,2238 
s

s

F

F




68.1
240,2240

242,2242 
s

s

F

F




Fx - # fissions/s·g 

Thus the spontaneous fission rate is given by:

FmFFms oeffsp  240,240

In some texts, F is given as the total 
spontaneous fission rate (# fissions/s)
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Multiplicity Counting Rates for Pu

To assist in keeping track of the number of (,n) reactions in the 
sample, the parameter  is defined as the ratio of neutrons from (,n) 
reactions to the number of neutrons from spontaneous fission:
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Thus the S,D,T rates emitted from the sample are:
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Note: No detector effects introduced
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Incorporation of Detector Efficiency

To calculate the probability of detecting the number of 
neutrons from the sample, will need to introduce a PGF 
for the number of neutrons detected when one neutron 
leaves the system is:

uuuud   )1()1()( 0

The PGF for the detected number of neutrons from an 
initial neutron is:

 - detection efficiency

)]}([{)()1()( udhPfudPuk i

Note:
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Detector Efficiency

The PGF for the number of neutrons detected from the 
sample would then be:
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Standard Point Model

Point Model Multiplicity Equations:
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Converts S, D, T counting rates into item properties:
spontaneous fission rate (F)

ratio of (,n) to spontaneous fission neutrons (),
multiplication (M)

Note: fd - doubles gate fraction
ft - triples gate fraction
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Point Model Assumptions

 All induced fission neutrons are emitted simultaneously 
with original spontaneous fission or (,n) reaction. 
(superfission concept) (neglects neutrons reflected back 
into sample)

 Uniform detection efficiency and probability of fission over
sample volume. (point model) (dense or thick materials 
have variable probability of fission over sample volume.)

 Neutrons from (,n) reactions in sample have same
energy spectrum as spontaneous fission neutrons. 
(Strictly true only for pure plutonium oxide)

 Neutron capture without multiplication is negligible. 
(Not true if poly, water or neutron poisons in item).

 No correlation between neutron multiplicity and neutron 
energy emitted in each fission.
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High Multiplication Pu Samples

Monte Carlo Calculations
2 kg Pu metal cylinder (dia=height)

Savannah River Site (SRS)
FB Line NMC
(uncorrected)

W.H Geist, et al. 
“Analysis of FB-Line Neutron 

Multiplicity Counter Data” 
LA-UR-00-5792
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Weighted Point Model
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From LA-UR-04-1149 Reduction of Bias in Neutron Multiplicity Assay Using a Weighted Point 
Model, W.H. Geist, et al., 7th International Conference on Facility Operations-Safeguards 
Interface, Charleston, SC, February 29-March 5, 2004

The standard point model multiplicity equations have 
been modified as follows:
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where:

are variable multiplication 
weighting factors calculated 
using MCNPX


TTDD wwww ,,,
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Weighting Factor Calculation

• Triples weighting factor    
(wT) calculated by taking 
ratio of Monte Carlo calculated 
triples rates to standard point 
model rates.

• Weighting factors 
calculated for wide 
range of cylindrical 
shaped Pu metal show 
consistent relationship to 
leakage Multiplication.

Monte Carlo Calculations
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Weighted Point Model Results

SRS FBLine NMC
SRS KAMS NMC

From LA-UR-04-1149 Reduction of Bias in Neutron Multiplicity 
Assay Using a Weighted Point Model, W.H. Geist, et al., 7th

International Conference on Facility Operations-Safeguards 
Interface, Charleston, SC, February 29-March 5, 2004
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General Multiplication Correction Factors

W.H Geist,  
“Multiplication Dependent Correction Factors for 

Multiplicity Assay of Plutonium Metal Items” 
LA-UR-05-3001

Monte Carlo calculations of correction factors:
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Impure Items

SRS KAMS NMC Data analyzed 
using the Weighted Point Model

While use of the 
Weighted Point Model 
has successful reduced 
the bias associated with 
variable multiplication, 
assay results still 
dependent on alpha.0.6
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(,n) Neutron Energy

Monte Carlo calculations with an ideal detector 
(=100%, fd=1, ft=1)

2 kg Pu metal cylinder with =1, M = 1.88

0.5

0.6

0.7

0.8

0.9

1

1.1

1.2

0 1 2 3 4
Energy of ( ,n) neutrons (MeV)

M
a

s
s

 R
a

ti
o

 (
a

s
s

a
y

/t
ru

e
) Point model

Weighted Point Model
S i 3

Energy of (,n) neutrons (MeV)



36
Ideas That Change the World

NATIONAL  LABORATORY

Inclusion of Energy Dependence

Because neutrons from (α,n) reactions can have a different 
energy distribution than neutrons from spontaneous fission, 
can alter the derivation of the point model to include energy 
dependence

)]}([{)()1()( udhfPudPug ixxxx 

PGF for number of detected neutrons due to source event x:

where x – α for (α,n) reactions

sf for spontaneous fission

The PGF for the number of neutrons detected from the system:
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Energy Dependent Weighted Point Model
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The weighted point model multiplicity equations have 
been modified as follows:

where:

Changes made to WPM
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Summary

• Based on the derivation by Böhnel, the essential 
assumptions in the point model have been discussed 
which causes bias to occur for highly multiplying 
and/or highly impure items.
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Empirical Corrections

2

240,240

)1()1( 



McMbaCF
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Mcorr

a,b,c empirically 
determined constants

W.H Geist, et al. 
“Analysis of FB-Line Neutron 

Multiplicity Counter Data” 
LA-UR-00-5792
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Quad Parameter

By first solving for meff, , and M using the energy-
independent weighted point model, one can 
calculate a quad parameter, QP:

)( sf
P QQ

Q
Q


 

where    Q – measured quad counting rate
Qsf – calculated quad rate from spontaneous 

fission
Q - calculated quad rate from (,n) reactions

If energy-independent weighted point model properly 
describes sample, QP equals 1.
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Ideal Detector Results
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(Triples statistical uncertainty = 0.2 %)

~ 56% reduction in spread of Assay/True 
ratios from 0.5 to 4 MeV
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Ideal Detector Results

Derived En for neutrons from (,n) reactions
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Ideal Detector Results

Mass 
(g)

Alpha 
Value

Multiplication
Average Reduction in 

Bias (%)

Reduction in Spread 
(%)

0.5 – 4 MeV

2000 1.5 1.79 50.6 51.7
2000 1 1.79 52.8 42.3
2000 0.5 1.79 18.0 13.2
2000 0.1 1.79 -61.6 -70.9
2000 1 1.2 51.9 42.8
2000 0.5 1.2 47.2 42.1
2000 0.1 1.2 -14.9 39.0
1000 1 1.51 42.3 49.1
1000 0.5 1.51 5.5 29.1
1500 1 1.45 28.0 55.7
1500 0.5 1.45 5.1 53.4

MCNPX Calculations

Minimum value  ≈ 0.5 needed
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Quad Counting Rates
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An alternative method for determining (,n) neutron energies 
utilizes the quad counting rates which are sensitive to the 
(,n) neutron energy. The energy dependent weighted point 
model equation for the quad counting rates is:

a, b, c are groupings of spontaneous and induced fission 
moments that are constant

d, e ,f are groupings of spontaneous and induced fission 
moments that are dependent on (,n) neutron energy 
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General Multiplication Correction Factors

W.H Geist,  
“Multiplication Dependent Correction Factors for 

Multiplicity Assay of Plutonium Metal Items” 
LA-UR-05-3001

Difference between calculated multiplication dependent 
correction factors for the ideal detector and various 
detector systems:
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